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Abstract
Heart attacks and other cardiovascular conditions continue to be major global health concerns.
Effective prevention and intervention depend on the early identification and precise categorization
of those who are at risk. In this study, we compare the effectiveness of two well-known machine
learning algorithms for classifying heart attack cases: K-Nearest Neighbors (K-NN) and Naïve
Bayes. We compare these algorithms' accuracy, precision, and recall using a dataset with 9 features
and 1319 instances.

1. Introduction
Heart attacks and other cardiovascular diseases account for a large percentage of morbidity and
mortality globally, making them a widespread and serious global health concern [1][4].
Implementing preventive measures and offering the right medical interventions depend on the
prompt identification and precise classification of people who are at risk of heart attacks [10][12].
Interest in using machine learning and data analytics to help with the early detection and
categorization of heart attack cases has grown since their introduction. By comparing two popular
algorithms, K-Nearest Neighbors (K-NN) and Naïve Bayes, we explore the field of machine
learning for healthcare in this research paper. Using a dataset specifically selected for this purpose,
the Heart Attack Classification dataset, our study attempts to evaluate how well these algorithms
perform in classifying heart attack cases. This dataset offers a demanding and realistic scenario for
assessing the algorithms' efficacy in medical diagnosis, with 1319 instances and nine pertinent
features. The aim of this study is to shed light on how well K-NN and Naïve Bayes can identify
people who might be at risk of having a heart attack. We seek to ascertain which algorithm
performs better in this crucial task by evaluating important metrics like accuracy, precision, and
recall.

2. Methodology
For medical professionals, this study is extremely important because a strong and precise
classification model can help identify patients who are at risk early on, allowing for prompt
interventions and possibly saving lives. It also advances the larger field of machine learning for
healthcare by demonstrating how these algorithms can support healthcare professionals' decision-
making.
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3.Naïve Bayes
A dynamic strategy for the game plan of quantifiable farsighted models is the Naïve Bayes. The
Bayesian hypothesis is necessary for NB [2][3]. This calculation can change quickly and makes use
of class-restrictive autonomy. In order to determine a restrictive likelihood for the relationship
between the brand name qualities and the class, this depiction method assesses the relationship
between each property and the class for each manual [5]. The probability of each class is
determined during setup by examining how frequently it occurs in the plan dataset. The "earlier
likelihood" P(C=c) is what this is called. The calculation additionally enrolls the likelihood for the
occasion x given c with the assumption that the attributes are free, regardless of the previous
likelihood. The final result of the probabilities of each individual quality is determined by this
likelihood. After that, the probabilities could be evaluated based on how frequently the events in the
arranging set occurred.
3.1 Bayesian Hypothesis
Given preparing information X, back likelihood of a speculation H, P(H|X), follows the Bayes
hypothesis

P(H|X) =
𝑃 𝑋 𝐻 𝑃(𝐻)

𝑃(𝑋)

Let X be information tuple and H be some speculation to such an extent that the information tuple
X has a place with a predetermined class C. For arrangement issues, we need to decide P (H|X), the
likelihood that the speculation H holds the given proof or noticed information tuple X.
P (H|X) is the back likelihood of H molded on X
P (H) is the earlier likelihood of H
P (X|H) is the back likelihood of X adapted on H
P(X) is earlier likelihood of X
3.2 K-Nearest Neighbor (KNN)
KNN order characterizes occasions in view of their closeness. An item is ordered by a greater part
of its neighbors. K is dependably a positive number. The neighbors are chosen from a bunch of
items for which the right grouping is known [7]. The preparation tests are portrayed by n layered
numeric characteristics.
Each example addresses a point in a n-layered space. Along these lines, the preparation tests are all
put away in a n-layered design space. At the point when given an obscure example, a k-closest
neighbor classifier look through the example space for the k preparation tests that are nearest to the
obscure example. "Closeness" is characterized concerning Euclidean distance [8][9]. The obscure
example is allocated the most widely recognized class among its k closest neighbors. When k=1, the
obscure example is doled out the class of the preparation test that is nearest to it in design space.

4. Experimental Results
We conducted a comprehensive evaluation of the K-NN and Naïve Bayes algorithms on the Heart
Attack Classification dataset from Kaggle dataset [6].We have used the Python Language to
implement the experiment our proposed algorithms.The dataset contains 1319 instances and is
characterized by two class labels: negative (509 instances) and positive (810 instances) cases. The
detailed Heart Attack attribute information as shown in the density plot in figure-1.The data is
divided in two sets. The training set is 70% (1055) and the remaining 30% (264) are used for testing.
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Figure-1: Density plot of Dataset

5.1 Results
Our results indicate that Naïve Bayes outperforms K-NN in terms of accuracy, precision, and recall,
achieving promising results in identifying potential heart attack cases.
Our primary objective was to assess the algorithms' performance in classifying heart attack cases.
The results are summarized in the figure-2.

Figure-2: Classifiers results

5.2 Discussion
The results demonstrate that both K-NN and Naïve Bayes algorithms perform well in classifying
heart attack cases, with Naïve Bayes achieving higher accuracy, precision, and recall scores. These
findings suggest that Naïve Bayes is a promising choice for heart attack classification using this
dataset.
The high accuracy of Naïve Bayes (94.56%) indicates its ability to correctly classify a significant
proportion of positive and negative cases. Precision and recall scores of 994.7% and 94.72%,
respectively, further emphasize the algorithm's effectiveness in minimizing false positives and false
negatives, critical factors in the context of heart attack prediction.
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The robust performance of Naïve Bayes can be attributed to its probabilistic modeling approach,
which assumes feature independence. This assumption is well-suited for datasets with multiple
features, such as the one used in this study. K-NN, on the other hand, while achieving respectable
results, falls slightly short in terms of overall accuracy and precision.

Conclusion
In this study, we used the Heart Attack Classification dataset to compare how well the K-NN and
Naïve Bayes algorithms performed in classifying heart attack cases. According to our research,
Naïve Bayes performs better than K-NN in terms of recall, accuracy, and precision. These findings
demonstrate how machine learning algorithms[11], especially Naïve Bayes, can help medical
professionals identify patients who are at risk of having a heart attack.
Additional features or more sophisticated machine learning methods could be investigated in future
studies to increase classification accuracy and take possible data imbalances into account.
Furthermore, clinical research and real-world validation are required to evaluate these algorithms'
usefulness in a healthcare environment.
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