
International Journal of Engineering Technology and Management Sciences 
Website: ijetms.in Issue: 1 Volume No.7 January - February – 2023 

DOI:10.46647/ijetms.2023.v07i01.050 ISSN: 2581-4621 

 

 

 

@2023, IJETMS          |         Impact Factor Value: 5.672     |          Page 332 

Speech Based Emotion Recognition System 
 

Sri Murugharaj B R1, Shakthy B2 , Sabari L3 , Dr Kamaraj K4 

1 UG - Computer Science Engineering, KPR Institute of Engineering and Technology, Coimbatore, 

TamilNadu 
2 UG – Computer Science Engineering, KPR Institute of Engineering and Technology, Coimbatore, 

TamilNadu 
3 UG – Computer Science Engineering, KPR Institute of Engineering and Technology, Coimbatore, 

TamilNadu 
4 Associate Professor, Computer Science Engineering, KPR Institute of Engineering and 

Technology, Coimbatore, TamilNadu 

Orchid id : 0000-0002-2911-4883 

 

ABSTRACT 

Emotion reputation from speech alerts is a crucial yet difficult part of human-computer interaction 

(HCI). Several well-known speech assessment and type processes were employed in the literature on 

speech emotion reputation (SER) to extract emotions from warnings. Deep learning algorithms have 

recently been proposed as an alternative to conventional ones for SER. We develop a SER system 

that is totally based on exclusive classifiers and functions extraction techniques. Features from the 

speech alerts are utilised to train exclusive classifiers. To identify the broadest feasible appropriate 

characteristic subset, the feature choice (FS) procedure is performed. A number of device studying 

paradigms have been employed for the emotion-related task. 

Seven sentiments are first classified using a Recurrent Neural Network (RNN) classifier. Their 

outcomes are contrasted with those obtained using techniques such as  Support Vector Machines 

(SVM) and Multivariate Linear Regression (MLR) , which are often employed in the area of spoken 

audio alert emotion recognition. The experimental statistics set requires the use of the Berlin and 

Spanish databases. This investigation demonstrates that the classifiers for the Berlin database attain 

an accuracy of 83% after applying Speaker Normalization (SN) and a characteristic selection to the 

functions. The RNN classifier for datasets that has no SN and no FS obtains a high accuracy of 94%. 

Keywords— SER system, emotions, Neural network, speech. 

 

1. Introduction 

One of the most common and natural ways that humans communicate is through speech. Speech is 

more expressive and effective when emotions are present. People use a variety of techniques, such as 

laughing, screaming, taunting, sobbing, etc., to express their emotions. Although it may be a simple 

task for humans, emotion recognition is challenging for robots. Therefore, there may be a lack of 

such emotion popularity structures that may for rather natural computer-human interaction. In order 

to make human technology interaction more convenient, speech emotion popularity may be defined 

as the extraction of the speaker's emotional state from their speech sign. The widely utilised 

application of automatic speech emotion popularity is related to the interaction of people and 

technology. Lie Detection, Intelligent Toys, Psychiatrics Analysis, and the most well-known in Call 

Center are further programmes of the Automatic Speech Emotion Popularity Machine. In normal 

interpersonal relationships, emotion plays a significant role. This is essential to making wise selections 

as well as logical ones. Through the tools of expressing our feelings and making comments to others, 

it helps us to fit and identify the emotions of others. 

Research has revealed the crucial role that emotion plays in influencing how people interact with one 

another. Information about a person's intellectual state is widely disseminated via emotionally 

charged television. This has given rise to a brand- new area of research known as computerised 

emotion popularity, with the main goals of identifying and retrieving preferred emotions. In prior 

research, a variety of modalities—including facial expressions, speech, physiological signs, etc.—
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were investigated to comprehend the emotional states. Speech indicators are a fantastic resource for 

affective computing due to a number of intrinsic advantages. For instance, speech indicators are 

typically more easily and cheaply collected than many other biological indications (such as the ECG). 

For this reason, the popularity of speech emotions (SER) is of interest to most scholars. SER 

objectives to identify a speaker's underlying emotional state from her voice. At some point in recent       

years,  the area has developed an increasing interest in academic pursuits. Mel Frequency Cepstral 

Coefficients (MFCCs), formants of speech, and pitch information are used as inputs to categorization 

algorithms. These investigations' experiments' emotion popularity accuracy allow us to explain which 

capacities express the most emotive statistics and why. Additionally, it enables us to extend 

perspectives and appreciate sentiments together. These techniques allow us to get a lot of emotion, 

popularity, and accuracy.  

Affective statistics must be separated from other voice-related factors, such as anomalies of the vocal 

organs or muscular effort, which may, for example, be a cause of dyspnea, in order to automatically 

grasp vocally communicated sentiments. 

 

2. Related Work 

2.1 Perceptual Information Loss Because Of Impaired Speech Production 

A. ASAEIet.al., has proposed in this paper. To calculate the likelihood that the voice stream contains 

phonological learning, deep neural communities are employed. Theoretically, each phoneme identity 

is shaped by a different combination of telecall smartphone characteristics. Accordingly, 

phonological lessons' probabilistic inference allows assessment of the likelihood that each phoneme 

will be composed. The information provided by each telecell and smartphone feature is quantified 

using a unique information theoretic framework, and the speech production quality for phoneme 

understanding is confirmed. Consider the possibility that an interruption in voice production results 

in data loss in telecell and smartphone properties and, as a result, uncertainty about phoneme 

recognition. We estimate how many entries in the TORGO database have lost their articulation due 

to dysarthria. To analyse the departure from a good telecell smartphone characteristic manufacturing 

that helps us distinguish between healthy manufacturing and unhealthy speaking, a fresh recordings 

degree has been developed. 

2.2 Knowledge Transferability Between The Speech Data Of Persons With Dysarthria Speaking 

Different Languages For Dysarthric Speech Recognition 

Y. TAKASHIMAet.al., has proposed in this paper. A quit-to-quit voice recognition device for 

Japanese people with athetoid cerebral palsy-related articulation problems. Speech reputation 

structures struggle to understand their speech since it is usually erratic or hazy. Recently developed 

deep learning-based procedures have shown promise in execution. However, such methods demand a 

substantial quantity of educational data, and getting this information from such dysarthric individuals 

is exceedingly difficult. Unimpaired speech's language-dependent (phonetic and linguistic) feature 

and dysarthric speech's language-unbiased feature are two unique datasets for the switch research 

approach that is suggested in this work. 

2.3 Speech Enhancement Based On Full-Sentence Correlation And Clean Speech Recognition 

J. MINGet.al., has proposed in this paper. Understanding the noise is necessary for conventional 

voice enhancement approaches that are only based on frame, multiframe, or phase estimates. This 

study presents a novel method intended to reduce or effectively do away with this necessity. It has 

been demonstrated that it is feasible to acquire a reliable speech analysis from noise without    having 

in-depth understanding of the noise    by expanding the effective period of speech phase matching to           

sentence- length speech utterances and  using the zero-suggest normalized correlation coefficient 

(ZNCC) as  the  evaluation  level. 

2.4 Whispered Speech Recognition Using Deep Denoising Auto Encoder And Inverse Filtering 

Đ. T. GROZDIĆet.al., has proposed in this paper. When whisper is used, the performance of 

traditional automated speech reputation (ASR) structures trained on neutral speech noticeably 
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deteriorates. This study analyses the acoustic properties of whispered speech, tackles problems with 

the reputation of whispered speech in inappropriate settings, and finally suggests a novel robust 

cepstral capability and initialisation method entirely based on deep denoising car encoder (DDAE) 

that improve whisper reputation in order to thoroughly examine this mismatched teach/test scenario. 

The investigation's findings demonstrate that Teager-energy-based totally cepstral capabilities—in 

particular, TECCs—are more reliable and effective whisper descriptors than conventional Mel-

frequency cepstral coefficients (MFCC). Additional analyses of confusion matrices, inverse filtering, 

cepstral distances and cepstral coefficient distribution studies   that demonstrate voicing in  speech 

incentive is the primary cause of misclassified phrase in irrelevant teach/check   circumstances. 

2.5 Recurrent Neural Network Language Model Adaptation For Multi-Genre Broadcast 

Speech Recognition And Alignment 

S. DEENAet.al., has proposed in this paper. When used for automated voice recognition, N-gram 

language models frequently perform worse than recurrent neural community language models 

(RNNLMs) (ASR). RNNLM adaptation to new domain names is still a challenge, and current 

procedures may be  categorised as either feature- or version- based. The input to the RNNLM is 

enhanced with auxiliary capabilities in feature-based versions, whilst version-based versions also 

include version amplification and the network's internal version layer formation. This study examines 

the peculiarities of each type of version on the reputation of multi-style broadcast speech. The 

suggested techniques for version-based fully version, especially the linear hidden community version 

layer and the K-thing adaptive the RNNLM, are studied after a study of the existing strategies for each 

type of version. Additionally, the RNNLM version's new acoustic-based capabilities are being 

researched. The optimization of feature-based completely RNNLMs and a feature-based totally 

version layer are included in the contributions of this study as hybrid version techniques. 

Additionally, the semi- supervised RNNLMs using style records is also proposed. 

2.6 Comparing Fusion Models For DNN-Based Audiovisual Continuous Speech Recognition 

A. H. ABDELAZIZet.al., has proposed in this paper. The most difficult challenges that continue to 

spark intense of research on interest in            the field of audiovisual automated speech reputation (AV-

ASR). Many methods for combining the audio and visual modalities have been put forth in recent 

years to improve automatic speech recognition's effectiveness in both quiet and noisy environments. 

However, there aren't many studies that examine particular fusion designs for AV-ASR in the 

literature. Even less research has been done comparing audiovisual fusion models for deep neural 

network-based large vocabulary continuous speech reputation (LVCSR) models (DNNs). 

2.7 Speech Enhancement Parameter Adjustment To Maximize Automatic Speech Recognition 

Accuracy 

T. KAWASEet.al., has proposed in this  paper. In order to handle additive noise, speech enhancement 

techniques based only on the gradient method are frequently used in consumer products with 

microphone arrays, such as automobile navigation systems and headsets. Despite being initially 

designed for voice connection, these strategies can maximise the signal-to-distortion ratio (SDR), are 

not perpetually able to  achieve the highest levels of automatic speech recognition (ASR) accuracy. 

For this reason, human specialists used to modify the front-quit speech enhancement settings to each 

environment and acoustic model. 

2.8 KL-HMM Speaker Adaptation For Disarthric Speech Recognition With Regularized 

Speaker 

M. KIMet.al., has proposed in this paper. The difficulty in identifying speech produced by those 

who have dysarthria, a motor speech disorder that hinders actual speech production. Dysarthria 

patients typically struggle to pronounce certain sounds due to articulatory limitations, which results 

in undesired phonetic variance. Due of phonetic variance, modern computerized speech reputation 

structures made for normal audio systems are worthless for dysarthric patients. A fully hidden 

Markov model based on Kullback-Leibler divergence (KL-HMM) is used to capture phonetic 

variation, in which the emission probability of the kingdom is   parameterized using an express 
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distribution employing a fully acoustic deep neural network-based model's phoneme posterior 

possibilities. 

2.9 Semi Supervised Auto Encoders For Speech Emotion Recognition 

J. DENGet.al., has proposed in this paper. there aren't enough labelled speech data available for 

teaching, the extensive use of supervised learning approaches for analysing speech emotion is 

severely  constrained. This research suggests semi- supervised automobile encoders to improve speech 

emotion repute in light of the wide availability of unlabeled speech statistics. The goal is to 

successfully get and enjoy a blend of labelled and unlabeled statistics. By carefully utilising a 

supervised learning target next to a well-known unsupervised vehicle encoder, the suggested version 

increases its capabilities. 

2.10 Gating Neural Network For Audiovisual Speech Recognition Of Large Vocabulary 

F. TAOet.al., has proposed in this paper. In real-world applications, noisy environments are bad for 

automated speech reputation (A-ASR) structures. The ability to strengthen the ASR device's resilience 

by recreating the audiovisual idea method employed at various points in human conversations is 

appealing. When employing audiovisual automatic speech recognition (AV-ASR), a common issue 

is the efficiency decline when speech is basic. Visible capabilities won't provide complementing data 

in this situation, causing unpredictability that degrades the device's overall performance. When we 

train an audiovisual cutting-edge hybrid device using a deep neural network (DNN) and hidden 

Markov models, the experimental evaluation of this study realistically illustrates this problem 

(HMMs). This study suggests a methodology to deal with this issue, increasing or at least maintaining 

performance even while apparent capabilities are being used. 

 

3. Existing System 

A set of information-enhancement guidelines based on the imaging theory of the retina and convex 

lens is used to collect the various spectrogram sizes and increase the amount of educational data by 

converting the space between the spectrogram and the convex lens. Meanwhile, the audiovisual 

computerised speech recognition (AV-ASR) for SER and acquire the common accuracy with the help 

of deep mastering to gain the high-stage capabilities. According to the experimental findings, AV-

ASR performs better than the previous study in terms of both the range of emotions and the 

recognition accuracy. Naturally, our outcomes will significantly change how accurately humans and 

computers interact. Pitch, loudness, spectrum, and speech rate are some of the most common 

nonverbal cues used by people to express their sentiments. A technology could employ these 

properties of sound to recognise emotions as the capabilities of spoken voice sound likely carry 

important information about the speaker's emotional state. 

 

4. Proposed System 

Voices are a crucial medium for expressing emotion. Speech is a useful communicational medium 

that is rich in emotions. In today's speech, the speaker's voice conveys not only a semantic message 

but also information about their emotional condition. Investigations have been conducted on a number 

of significant voice function vectors, including the crucial frequency, SER device, and the first four 

stages. The collection of voice patterns comes first. The second capabilities vector is created with the 

help of capability extraction. The next stage is to identify the skills that are most valuable for 

recognizing each feeling. 

To enhance recognition, these features have been added to the device learning classifier. 

 

5. Modules 

The speech sign is made up of a sizable number of factors that reflect emotional traits. What functions 

must be employed is one of the emotional reputation's thornier issues. Recent studies have extracted 

several common functions, including energy, pitch, formant, a few spectrum functions, linear 

prediction coefficients (LPC), and modulation spectral functions. To extract the emotional functions 
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for this work, it was determined to modulate spectral functions and use MFCC. In machine learning, 

the purpose of feature selection is to "increase the overall performance of a researching method on a 

specific project by reducing the number of functions needed to describe a dataset." Increasing class 

correctness in a specific project for a specific learning method may be the goal; as a byproduct, there 

may be a reduction in the number of functions needed to activate the final class version. The objective 

of feature choice (FS) is to choose a subset of the relevant attributes from the unique ones in 

accordance with a certain relevance evaluation criterion, which often improves reputation accuracy. 

The algorithms' walking time may be significantly reduced. There were several system analysis 

strategies employed for the discrete emotion class. These algorithms' goal is to analyse educational 

sample data before using that analysis to classify fresh observations. 

 

 

 
 

Fig. 1. Architecture Diagram 

 

CONCLUSION 

A computerised speech emotion popularity (SER) device classifies seven emotions using three 

machine learning algorithms (SVM, RNN, and LSTM). As a result, several feature types were taken 

from particular used databases (the Berlin and Spanish databases), and a collection of those 

capabilities was then offered. The popularity and accuracy of sentiments in speech are impacted by 

classifiers and capacities. The choice is madefrom a subset of clearly distinguishing abilities. Extra 

data isn't always desired in device learning applications, as shown by feature choice algorithms. The 

models for machine learning had received training and evaluation in those skills to identify emotional 

states. Use different function selection methods since the quality of the function choice impacts how 

popular an emotion is: a really good emotion function selection method can quickly find capabilities 

reflecting emotion state. 
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