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Abstract 

The top priority of any business is a constant need Increase sales and profitability. one of the causes 

of a reduction in profit occurs when an existing customer stops trading. When a customer leaves or 

terminates the company, potential sales or cross-selling opportunities are lost. When the customer 

leaves the store without any advice. It can be difficult for companies to respond and take corrective 

action. Ideally, companies should act proactively and identify themselves chances are you will churn 

before they leave. customer retention strategies have proven to be less expensive than attracting new 

ones client. Through data available at the POS(POS) system, extract customer transactions, you can 

analyze their buying behavior. In this paper Features are created through transactional data and how 

they are created Identified as important for predicting retail churn industry. Data provided in this 

document refer to local resident’s supermarket. Thus, dropouts are identified and results are obtained. 

The results obtained are based on real scenarios. The novelty of this paper is the concept of 

implementing deep learning algorithms. Convolutional Neural Networks and Restricted Boltzmann 

Machine is the deep learning technique of choice or restricted Boltzmann machine gave the best 

results 83% in predicting customer attrition. 
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1. INTRODUCTION  

Customer retention is an important issue.  It is found in various industries. Common reason why 

customers leave: competition is offer. Similar products at lower prices. word of mouth or negative 

marketing via social media. there may have been competition could have been better customer service 

or customers moved research [1] shows that the cost of retaining customers is high less than put a 

new one. Marketing costs are the reason required for attracting new customers. together for this as 

competition intensified, this became a key factor existing customer base will be preserved. regular 

customer transition gradually, rather than abruptly. this is, analyze past customer buying patterns for 

adoption a proactive approach to predicting churn. because all transactions inserted via POS and 

saved in the database. Customer needs and patterns can be grasped as data Accessible. This paper 

focuses on two aspects of predicting customer Churn for grocery stores industry. The first is based 

on the following features: passed to the model. instead of buying customers the tendency to group 

individuals creates these values passed to the model as a feature.  

So to everyone various functions are created for customers to enable the model 

learn and recognize per capita patterns for this reason 2 Datasets are created to test and evaluate how 

data should be plotted to predict churn. The second aspect is Algorithm implementation. New in this 

study predict Grocery Churn Using Deep Learning industry. To our knowledge, this is the first study. 

implements deep learning in this industry. the strength of the use of deep learning is that it can reveal 

hidden patterns inside available datasets. 

 

II. CONTEXT 

A. Definition of Churn 

Churn is a marketing term for customers who have switched to a competitor or who have stopped 

buyings from you. Churn can be defined as customers who are likely to stop doing business with the 
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company  within a certain period of time can also be defined as:customer's average shopping cart i.e. 

if the average amount spent over a period of time decreases It has been below the threshold for a 

given period of time or The average basket is formally expressed in Equation 1.Purchase Amount C 

(i)Customer C for week i. n = number of |P| Weeks of period P. Pinpointing the exact moment is 

difficult. Customers migrate to supermarket retail outlets. Customers suddenly stop shopping at your 

store they are partially broken. In fact, they tend to switch to rivals gradually [6]. To be more factual, 

this context churner is defined by the following rules: Let P1 be the next period. Observing where a 

customer's typical purchases are Examined. This will be the input for future churn detection model. 

Immediately after P1 is P2, which is the period evaluation, changes in customer buying habits you 

can see P2 is unknown to the predictive model. During this investigation, P2 is permanently set to 12 

to reach consensus. Requests for marketing services. What do you mean the evaluation period is 

always 3 months. The marking method is as follows.       Average 20% of the average purchase  

amount during the purchase period when P2 is for P1, this customer is flagged as churn. If not, He/she 

is called a non-modifier. who is that 20% allowable waste, called reduction factor. that's what it means 

Churn can be partial or total. formal definition of Here is the churn: Let α be the reduction factor and 

C be the customer. 

From these definitions and observations we can deduce three things termination case. 

1) Simple churn cases These cases have a negative slope.The noise is lower Let S be the gradient 

Time series values as yˆi = Sxi+c. every time i die Error ei = |yi −yˆI | | must respect ei ≤ yes  n is 

Number of periods or length of time series. In other words, noise does not distort trends. This The 

type of charner Simple linear regression with threshold. 

2) Termination cases with hidden variables These cases are similar to the previous one, with the 

following differences:Includes hidden variables, i.e. promotions, soccer championships, weather or 

other external events influence consumer habits. These hidden variables distort the trend, 

Classification by linear regression model. was suggested. The model for these cases should be 

readable. Additional information about inputs, hidden possibilities variable. 3) Difference between 

churn case and sporadic case sales records often include 20% to 30% of customers. Those who come 

to shop sometimes. In contrast for regular customers who come regularly. Once or several times a 

week, or even every two weeks. Regular customers take our business foremost They do their biggest 

shopping there. If even then you can even make small purchases at once if you want closer to or more 

accessible than competitor stores. Basically, churners are regular customers become sporadic. This 

study does not focus on sporadic cases. 

 

 III. Methodology 

A. Data collection 

The study includes sales data for his 5,115,472 lines distributed among his 105,488 customers in his 

chain of French supermarkets. Overall, pseudonymization has taken place datasets that offer the 

possibility of linking personal information(age, length of customer relationship, gender, population). 

Customer's city) Sales time series in this study. Ranks are divided into groups, each with groups 

identify customers and are formatted in two dimensions line. Outliers like customers with two active 

profiles above Identical names and addresses have been removed.  

B. A highly imbalanced dataset 

Different traits can be seen depending on the species data. Any of these characteristics can make it 

difficult a data mining algorithm for extracting useful patterns. One of the main issues of the dataset 

used for this study are class imbalance. If there is an imbalance between In general, learning 

algorithms tend to only make predictions. Majority class to minimize errors. For example, there were 

only 60,000 active customers 2 thousand charners. That's 96% of active consumers Only 4% of people 

are positive about churn, representing typical churn cases class imbalance. Resampling is a widely 

used addressing technique.The problem of class imbalance. There are two ways to do this: 
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Either oversampling or undersampling can be used. When Under sampling, only a subset of the 

majority class is used train your model. In this study, a random sample of inputs was created excluded 

from the set of active clients, Equal number of churns and non-churns. 

C. Data Augmentation by Scaling 

It consists in artificially generating other time series to increase the number of class samples. Scale 

of the original time series. From a customer who always takes care of me you can buy around 100 

euros per week and generate cryptocurrency one who buys about 50 euros every week, and another 

People who buy about 200 euros every week. the latter The two dynamics are exactly the same as the 

first dynamic. Idea is to artificially create new customers with the same behaviour Same as the 

original, but with a different scale. 

 

IV. MODELS 

In the following, a linear regression model was compared to some machine learning approaches that 

have been proven to work for churn prediction in general. Efficiency and reliability were considered 

during the comparison. 

A. Linear regression 

Linear regression is known as the linear approach in statistics a scalar response and One or more 

explanatory variables (also called dependent and independent variable) linear regression is light 

weight. Statistical tools that help you gain insight into customer behavior and understand your 

business and influencers Profitability. Linear regression has limited applicability in the business 

world, Although the dependent variable is continuous in nature, it is still a known technique in 

situations where it can be used [11]. 

B. MLPs 

Multilayer Perceptron (MLP) is a variant of the original Perceptron model proposed by Rosenblatt in 

1950 . MLPs With the advent of Deep, it has proven itself in many areas 

learning . One or more hidden layers in between its input and output layers. neurons are structured 

layer, connections are always directed from the lower layer Neurons in the same layer as the upper 

layer are not connected. 

 
 

C. Extreme Gradient Boosting 

Extreme Gradient Boosting (XGBoost) is an open source library that provides an efficient and 

effective implementation of the gradient boosting algorithm. XGBoost has become's go-to method 

and often a key component in winning solutions to classification and regression problems in 's 

machine learning competitions. As this study is subject to classification problems, it was considered 

useful to test the results for comparison with other approaches. 

D. LSTM 
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long short-term memory (LSTM) networks are a class of recurrent neural networks (RNNs) that can 

learn order dependence in sequence prediction problems was introduced in his late 1990s, but it is 

only recently that LSTM models have become viable and powerful time series forecasting techniques. 

LSTM solves a big problem that plagues recurrent neural networks. H. Failure to learn dependencies 

from long sequences. Using a series of "gates", each with its own RNN, LSTM keeps, forgets, or 

ignores data points based on probabilistic models. See Figure 6 for the LSTM plot. 

 

V. Evaluation Metrics 

precision, recall, and F measures are used in this paper as measurement tools to measure the reliability 

of various predictive models. TP and FP denote true-positive and false-positive samples, respectively, 

and true-negative and false-negative samples are denoted by TN and FN, respectively. Recall is the 

percentage of churn customers with correctly identified. Recall is intuitively the classifier's ability to 

find all positive samples. 

 

VI. Results and Discussion  

 A. Cross Validation  

        Cross validation is commonly used to evaluate regression and classification models. Application 

to time series or other naturally ordered data adds chronological complexity to event. Two techniques 

are possible.The first is to define a time interval to retrieve data for all customers and apply the k-fold 

method . To do this, we need to divide the data set into k equal parts called folds. where k-1 folds are 

the training set and the remaining folds are the test or validation set. Repeat k times with different 

modulo convolutions as a test set everytimes. The final result is the average of the validation results 

at the end of each iteration. Several k were tested and the best result of was achieved with k = 4. 

The second technique is to choose two time intervals from which to extract data. There are two 

subsets, each splitting the into two parts. Therefore, four subsets are obtained. These subsets can use 

the k-fold method is therefore called quadruple. 4711 B. Discussion 4484 We evaluated the 

performance of the tested classifier using a dataset containing time series and additional information 

for each customer.  

 

VIII. Conclusion 

This post introduces the application of machine learning modeling customer sales data to predict 

churn. A total of four statistical and machine learning models were compared. This study focuses on 

predictive performance. With reputation Precedes Machine Learning Models, Easy to suggest that 

they may be superior to traditional approaches, Companies can use the predictive models proposed 

there to target future retention marketing campaigns to learn. Future research may use other methods 

such as Transformers [28]. Since the last machine learning model process more data, External data 

such as weather, neighbourhood data, and averages income per capita will be very interesting. 
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