
International Journal of Engineering Technology and Management Sciences 
Website: ijetms.in Issue: 2 Volume No.7 March - April – 2023 

DOI:10.46647/ijetms.2023.v07i02.058 ISSN: 2581-4621 

 

 

@2023, IJETMS          |         Impact Factor Value: 5.672     |          Page 502 

ADAPTIVE COAL CLASSIFICATION USING DEEP LEARNING 
 

D.Mohanapriya1, N.Nafreen Banu2 , K.Vannamathi3 , L.Sharnitha shri4 

1Assistant Professor, Computer Science and Engineering, Nandha College of Technology, Erode, 

Tamil Nadu 
2,3,4 UG – Computer Science and Engineering, Nandha College of Technology, Erode, Tamil Nadu 

Corresponding Author Orcid ID :  https://orcid.org/0000-0003-3290-0575 

  

ABSTRACT 

Coal classification is an essential process in the mining industry, which involves identifying the 

quality and type of coal extracted from the earth. Traditional methods of coal classification rely on 

manual inspection and analysis, which can be time-consuming and prone to errors. With the advent 

of machine learning techniques, it is now possible to automate this process and achieve higher 

accuracy and speed in coal classification. The first effort in learning about coal is observing coal 

features. This project developed a coal search system that allows users to do a search even when they 

do not know the coal name simply by observing coal characteristics. At present, coal classification 

uses machine vision to extract and analyze color, size, shape, and surface texture. Still, the new 

extraction margin method can be carried out roughly yet there is still a difference between the margin 

of extracted polygon, shape and the margin of the shape of original image. The project aims in finding 

the gangue in the coal. Total gangue percent in the coal data is then calculated and displayed which 

is based on pixels count of gangue colors. This assists in evaluating the coal quality. If future 

researchers were to expand to other features, coal gangue, etc., even those that are hard to quantify, 

can also be quantified. Artificial Neural Network is used for classifying the coal dataset. The project 

is designed using Python as frontend environment. The coding language used is the Python 3.7. 

 Keywords: Coal Classification, Centroid Contour, Deep Learning, Object Recognition. 

 

1. Introduction 

Nowadays, coal is the most required energy source for new society. It has a complex recovery 

processes, and can be mixed with considerable amount of Silicon Dioxide Sio2 as which is called as 

coal gangue. The coal gangue’s main components are both a) Al2o3 and b) Sio2, which are sulfur rich 

and great quantities of the heavy metals like arsenic, cadmium, chromium, copper, etc. Burning these 

coal gangue will result in emission of hazardous substances which create environmental pollution. 

Moreover, when comparing with the coal, combustion value of the coal gangue is lower, which 

minimize the total energy for coal mixed with coal gangues. So, sorting the coal gangue from its main 

coal is an extremely important process and it also has two traditional sorting formula / methods: i) 

human sorting and ii) wet cleaning methods. A sieving machine sorts pure / raw coal into coal equal 

to or > 100 mm and also < 100 mm; a new transportation system is used for transporting the coal 

from underground to basement ground; and coal equals or >=100 mm is transported to sort workshop 

in which skilled workers sort coal gangue from its coal based on gray values with texture differences. 

In addition to these traditional methods, representative research methods also cover ray casting, radar 

detection, mechanical vibration, color separation,  etc., which are having good detection methods and 

properties, but they also have high requirements also for runtime environments and can impact human 

health.With the computer technology development, ImageNet is combined with convolutional neural 

networks (CNNs), as well as deep learning developed rapidly. When Compared with old traditional 

sorting methods, latest object detection algorithms could learn from sample images using CNN, that 

extract features of coal with coal gangue and are having most significant advantages, like high 

identification speed with high precision. 

Distinguishing coal from coal gangue is an important working part of coal industry and is mainly 

conducted by using human sorting at present. Consequently, most considerable man power is 

required, which adds the risk burden for companies and so results in poor efficiency. As a main 
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important branch of artificial intelligence, deep learning has been widely applying in numerous fields, 

main in machine vision/voice recognition, and its performance is enhanced greatly when compared 

with performances of traditional learning methods, and it is having good a transfer learning ability 

also.This study proposed an improved Artificial Neural Network algorithm as the classic deep 

learning method for intelligent and highly accurate recognition of coal gangue. Compared to the 

YOLO algorithms, this ANN has better anchor value by using cluster analysis application for different 

data sets, and a good anti-interference ability for minimizing impacts from mine dust/shock and which 

acquires the more richer detailed information by adding number of layers of feature pyramid. 

a) Auto-inspecting and grading system for machine vision to extract and analyze color, size, shape, 

and surface texture. The proposed extraction margin method could be carried out roughly and there 

is still a variation between both the margin of extracted shapes, polygons, and shape margins of the 

original image. Therefore, to improve the method for capturing the coal outline, this project proposes 

a NN to classify coal features. 

As a result, the captured image is consistent with original coal images. Since image recognition 

technology for quantifying three dimensional features, are difficult, and accuracy of quantified value 

could not be verified, accuracy of feature search query is definitely impacted and so they cannot be 

performed. Therefore, this project applied NN to those coal features to accurately quantify them. The 

rest of this paper is organized as follows: Section 2 reviews the existing security approaches under 

recent studies and explains previous works and their drawbacks. Section 3 provides proposed 

methodology of the study. Section 4 provides finds and Section 5 is conclusion of the study. 

 

2. Related Work 

2.1 Identification Method of Coal and Coal Gangue based on dielectric characteristics 

In this paper [1] the authors stated that to solve the problems of the difficult feature extraction, poor 

feature credibility and low recognition accuracy of coal and gangue, this paper utilizes the difference 

in the dielectric properties of coal and gangue and in combination with a support vector machine 

(SVM) to propose a recognition method based on the dielectric characteristics of coal and gangue. 

The influence rule of the edge effect of the electrode plate on the capacitance value is analyzed when 

the thickness of the electrode plate changes. By changing the frequency and voltage of the excitation 

source, curves of the dielectric constant of coal and gangue versus frequency and voltage are obtained.  

             Combined with the Kalman filter, the adaptive noise complete set empirical mode 

decomposition (CEEMDAN) denoising method is improved, which results in a signal with a higher 

signal-to-noise ratio and lower root mean square error after denoising. The effective value and 

frequency of the denoised response signal are extracted to construct the feature vector set to form the 

training set and test set. The data of the training set are input into the SVM to train the intelligent 

classification model, the test set is used to test the SVM classification effect, and the classification 

accuracy is 100%. Unlike these of the probabilistic neural network (PNN) intelligent classification 

model and the learning vector quantization (LVQ) neural network classification model, the 

recognition and classification accuracies of the three can reach 100%, but the classification speed of 

SVM is the fastest, only taking 0.007916 s, which fully reflects the feasibility and efficiency of the 

capacitance method in identifying coal gangue. In this paper, the capacitance method and SVM are 

applied to identify coal and gangue, and accurate and efficient identification results are obtained, 

providing a new feasible solution for research on coal gangue identification. 

  A large amount of coal gangue is produced during coal mining. Coal gangue is a kind of solid 

waste with low carbon content, and accounts for 10%-15% of raw coal. The main components of coal 

are hydrocarbon active organic molecules, while the main components of coal gangue are Al2O3 and 

SiO2. Coal gangue mixed with coal will not only reduce the quality of coal combustion, but also 

increase the emission of waste gas. To improve the quality of coal combustion and reduce the 

emission of poisonous and harmful gases, the separation of coal gangue from raw coal is an important 

problem in coal mine engineering. 
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  Coal gangue recognition is the key technology of gangue separation. Hou et al. [6-8] analyzed the 

difference data between coal and coal gangue in terms of the surface texture and grayscale 

characteristics, and combined them with a classification algorithm to study coal gangue recognition.                

Because the texture and grayscale characteristics of coal and coal gangue are greatly affected by light, 

the recognition accuracy is not high. Liu et al. [9-13] studied the morphological differences between 

coal and coal gangue on the basis of studying texture and gray features, and introduced multifractal 

to extract the geometric features of coal gangue, but the extraction process of multifractals geometric 

features is complex and has poor adaptability. 

  Alfarzaeai et al. [14-18] studied the near infrared spectrum, thermal infrared spectrum and 

multispectral characteristics of coal and coal gangue, and obtained high recognition accuracy in a 

laboratory environment using a neural network algorithm. However, this technology is not mature, 

and it is difficult to apply in practice because of the influence of ambient temperature and light. Zhao 

et al. studied the radiation characteristics and attenuation characteristics of X-rays and γ -rays in coal 

and coal gangue. Coal gangue can be identified in essence through the attenuation characteristics of 

X-rays and γ-rays; however, the radiation produced by rays will cause physical harm to workers, and 

the maintenance cost of equipment is also high. Wang et al. proposed a method of measuring volume 

by 3D laser scanning technology, which was combined with dynamic weighing technology to identify 

coal gangue. Because the volume is an estimated value, the measurement error is relatively large.  

  Yang et al. studied the vibration signals of coal and coal gangue particles colliding with metal 

plates, and extracted the eigenvalues of the signals in combination with a machine learning algorithm 

to identify coal gangue, but damage identification, can reduce the quality of coal. Finding a 

recognition feature with high reliability, easy extraction and few side effects has become a difficult 

task in the current recognition of coal and coal gangue. Nelson et al. studied the dielectric properties 

of pulverized coal, and found that the dielectric constant of pulverized coal decreases regularly with 

increasing frequency, which provides a reference for studying the dielectric properties of coal and 

coal gangue.  

  Muhammad et al. conducted cutting-edge and pioneering studies in signal desiccating, signal 

decomposition and machine learning, with strong references. In this paper, the differences between 

the dielectric properties of coal and coal gangue are studied, and a recognition method of coal and 

coal gangue based on dielectric properties is proposed. This method can realize nondestructive testing 

of coal and coal gangue. X-ray and γ-ray identification equipment, has high radiation intensity; the 

internal features of coal and coal gangue that cannot be perceived by image recognition can be 

obtained. In this study, coal and gangue were obtained from the Huainan mining area, and the SVM 

intelligent classification model was trained by combining the dielectric constant characteristics of 

coal and gangue with the SVM.  

 The test results show that the capacitance method has high accuracy and strong timeliness in 

identifying coal and gangue, and has great research prospects. They concluded that according to the 

differences in the dielectric properties coal and gangue, the dielectric constants of coal and gangue 

are first proposed as the identification characteristics, which provides a new method to identify coal 

and gangue.  

 In this paper, a capacitance identification method based on coal and gangue with regular shapes are 

conceived, and remarkable recognition and classification results are obtained by combining the SVM 

intelligent classification model. The main contributions of this paper are as follows: 1) The 

capacitance identification model of coal and gangue is established, and the finite element simulation 

analysis of the capacitor model is carried out. The influence of the edge effect caused by plate 

thickness on the calculation of the capacitance value is obtained, and the calculation formula of the 

capacitance value is modified to accurately calculate the capacitance value of the capacitor when the 

medium changes.  

2.2 Distance-Iouloss: Faster and better learning for Bounding Box Regression 

In this paper [2] the authors stated that bounding box regression is the crucial step in object detection. 

In existing methods, while `n-norm loss is widely adopted for bounding box regression, it is not 
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tailored to the valuation metric, i.e., IntersectionoverUnion (IoU). Recently, IoU loss and generalized 

IoU (GIoU) loss have been proposed to benefit the IoU metric, but still suffer from the problems of 

slow convergence and inaccurate regression. In this paper, they proposed a Distance-IoU (DIoU) loss 

by incorporating the normalized distance between the predicted box and the target box, which 

converges much faster in training than IoU and GIoU losses.  

  Furthermore, this paper summarizes three geometric factors in bounding box regression,i.e., 

overlap area, central point distance and aspect ratio, based on which a Complete IoU (CIoU) loss is 

proposed, thereby leading to faster convergence and better performance. By incorporating DIoU and 

CIoU losses into state-of-the-art object detection algorithms, e.g., YOLO v3, SSD and Faster RCNN, 

we achieve notable performance gains in terms of not only IoU metric but also GIoU metric. 

Moreover, DIoU can be easily adopted into non-maximum suppression (NMS) to act as the criterion, 

further boosting performance improvement 

 Object detection is one of the key issues in computer vision tasks, and has received considerable 

research attention  for decades (Redmonetal.2016; Redmon and Farhadi 2018; Ren et al. 2015; He et 

al. 2017; Yang et al. 2018; Wang et al. 2019; 2018). Generally, existing object detection methods can 

be categorized as: one-stage detection, such as YOLO series (Redmonetal.2016;Redmonand Farhadi 

2017; 2018) and SSD (Liu et al. 2016; Fu et al. 2017), two-stage detection, such as R-CNN series 

(Girshick et al. 2014; Girshick2015; Renetal.2015;Heetal.2017),and even multistage detection, such 

as Cascade R-CNN (Cai and Vasconcelos 2018). Despite of these different detection frameworks, 

bounding box regression is the crucial step to predict a rectangular box to locate the target object. 

They concluded that in the paper, they proposed two losses, i.e., DIoU loss and CIoU loss, for 

bounding box regression along with DIoUNMS for suppressing redundant detection boxes. By 

directly minimizing the normalized distance of two central points, DIoU loss can achieve faster 

convergence than GIoU loss CIoU loss takes three geometric properties into account, i.e., overlap 

area, central point distance and aspect ratio, and leads to faster convergence and better performance. 

The proposed losses and DIoU-NMS can be easily incorporated to any object detection pipeline, and 

achieve superior results on benchmarks. 

2.3 Adaptive Anchor Box Mechanism to Improve the Accuracy in the Object Detection System 

In this paper [3] the authors stated that recently, most state-of-the-art object detection systems adopt 

anchor box mechanism to simplify the detection model. Neural networks only need to regress the 

mapping relations from anchor boxes to ground truth boxes, then prediction boxes can be calculated 

using information from outputs of networks and default anchor boxes. However, when the problem 

becomes complex, the number of default anchor boxes will increase with large risk of over-fitting 

during training. In this paper, they adopted an adaptive anchor box mechanism that one anchor box 

can cover more ground truth boxes. So networks only need a few adoptive anchor boxes to solve the 

same problem and the model will be more robust. The sizes of adaptive anchor boxes will be adjusted 

automatically according to the depth collected by a Time of Flight (TOF) camera.  

   The network adjusts the aspect ratios of anchor boxes to get final prediction boxes. The 

experimental results demonstrate that the proposed method can get more accurate detection results. 

Specifically, using the proposed adaptive anchor box mechanism, the Mean Average Precision 

(MAP) of YOLO-v2 and YOLO-v3 networks increases obviously on open public datasets and their 

self-built battery image dataset. Moreover, the visual results of prediction comparisons also illustrate 

that the proposed adaptive anchor box mechanism can achieve better performance than original 

anchor box mechanism. 

 

3.Experimental Methods or Methodology 

3.1 Existing System 

In existing system, the image is being visualized manually and gangue presence is checked by 

professional. Normally images are processed with median filter so that the noise pixels are eliminated 

and image clarity is improved.  
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Only through manual checking, gangue content presence could be identified. Some studies classified 

the tumor types using augmented gangue region of interest, image dilatation, and ring-form partition. 

They extracted features using intensity histogram, gray level co-occurrence matrix, and bag-of-words 

models, and achieved some accuracy 

 Median filter process required. 

 Not effective when gangue data is very low in size. 

 Accurate image processing for gangue presence is not possible.  

 Manual verification/checking are required. 

3.2 Proposed System  

                In proposed system, the gray scale image is taken. The RGB image if taken, is 

converted into gray scale image first. Then all the images are resized into same size. Then the training 

data set image with tumor class factor ‘yes’ are taken along with ‘no’. For each image, all the pixels’ 

grayscale value are found out and written in a row. So the total number of rows is equal to total 

number of images. The number of columns is the number of pixels in the image.  

             These data is saved in comma separated file. For testing data, all these operations are 

carried out and saved in another comma separated value file. Then Convolutional neural network is 

applied to train the model with test data. The accuracy is found out and displayed. From the given 

test image, it can be found out as gangue present or not by checking with training data images. 

 Median filter process is not required. 

 Effective even when tumor data is very low in size. 

 Accurate image processing for tumor presence is possible.  

 Manual verification/checking are not required. 

 CNN is the best algorithm so that accuracy will be more. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                    

 

 

 

 

 

 

 

 

 

Figure 3. System flow diagram 
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4.Results and Discussion 

  4.1 Finding 

 The proposed scheme will be helpful in the diagnosis of coal gangue. 

 The proposed method was successfully applied in the coal image with very high precision. 

 Extracting gangue features of the coal is implemented. 

 The proposed system detects and classifies the examined gangue with high accuracy. 

 

                              
 

Figure 4.1 Coal images 

                              
 

                                          Figure 4.2 Neural Network Iterations 

   

5.CONCLUSION and ENHANCEMENT 

This project develops a new CNN architecture to classify people with and without coal gangue and 

checks whether the image is having gangue or not. With i) good generalization capability and ii) good 

execution speed, newly developed CNN architecture is being used as an effective decision-support 

tool for admin to detect the presence of gangue in images. Python is used for development of the 
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project.  If the application is designed as web service, it can be integrated in many network 

applications. The application is developed such that above said enhancements can be integrated with 

current modules. ANN works better in the given dataset and accuracy percent is above ninety.  

  It is believed that almost all the system objectives that have been planned at the commencements of 

the software development have been net with and the implementation process of the project is 

completed. A trial run of the system has been made and is giving good results the procedures for 

processing is simple and regular order. The process of preparing plans been missed out which might 

be considered for further modification of the application. In future, this project may find the similarity 

using gangue present in the coal. 
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