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ABSTRACT 

Plagiarism is an unethical act of using someone else's work or ideas without giving them credit, which 

is a growing problem in various fields. However, the current systems for plagiarism detection require 

revealing the full content of input documents and document collections, which can raise procedural 

and legal concerns regarding data confidentiality, limiting or prohibiting the use of plagiarism 

detection services. To address these issues, we aim to create a plagiarism detection approach that 

doesn't need a centralized provider or expose any content as cleartext. Our research has produced 

initial results showing that our content-protecting method achieves the same detection effectiveness 

as the original method while making it practically impossible to reveal the protected content through 

common attacks. 

Various techniques, such as manual detection, text similarity analysis, and automated plagiarism 

detection using machine learning, have been developed to prevent plagiarism. This paper focuses on 

machine learning techniques for plagiarism detection and discusses different approaches, algorithms, 

and datasets used in detecting plagiarism, along with their advantages and limitations. The paper also 

presents some future research directions in this area. 

Keywords— Plagiarism, Confidentiality 

 

1. INTRODUCTION 

Plagiarism has become a major issue in academic and other fields, as it can harm the author's 

reputation and the credibility of their research work. Plagiarism is the act of using someone else's 

work, ideas, or words without proper credit, and it can occur intentionally or unintentionally through 

various forms, such as copying and pasting, paraphrasing, or using synonyms. Plagiarism detection 

systems (PDS) typically require users to submit input documents, which the systems compare to a 

large proprietary database of documents to retrieve similar content and highlight it for user inspection. 

There are two types of Plagiarism: 

a. Unintentional Plagiarism 

 Paraphrasing poorly: changing a few words without changing the sentence structure of the original, 

or changing the sentence structure but not the words.   

 Quoting poorly:  putting quotation marks around part of a quotation but not around all of it, or 

putting quotation marks around a passage that is partly paraphrased and partly quoted. 

 Citing poorly:  omitting an occasional citation or citing inaccurately. 

b. Intentional Plagiarism 

• Presenting pre-existing papers found on the Internet or elsewhere as one's own work. 

• Reproducing an essay or article from the Internet, an online resource, or an electronic database 

without proper citation or acknowledgment.  

• Creating a paper by merging material from various sources without attribution or citation.  

• Taking language or concepts from other sources or classmates without properly acknowledging 

the origin of the information. 



International Journal of Engineering Technology and Management Sciences 
Website: ijetms.in Issue: 3 Volume No.7 May - June – 2023 

DOI:10.46647/ijetms.2023.v07i03.012 ISSN: 2581-4621 

 

 

@2023, IJETMS          |         Impact Factor Value: 5.672     |          Page 88 

 

Plagiarism detection is a challenging task, and several techniques have been developed to detect it. 

These include manual detection, text similarity analysis, and automated plagiarism detection using 

machine learning. In this paper, we focus on automated plagiarism detection using machine learning 

techniques. 

 

2. LITERATURE REVIEW 

2.1 Paper 1 - Plagiarism Detection in Programming Assignments using Machine Learning 

Nishesh Awale, Mitesh Pandey, Anish Dulal Department of Electronics and Computer 

Engineering, Pulchowk Campus, Lalitpur, Nepal. 
These days, there has been a rise in plagiarism in programming assignments, which has a negative 

impact on how students are evaluated. This article suggests using a machine learning technique to 

detect plagiarism in programming assignments. 

 Methodology 

Perform in the hopes of writing report in order to eliminate the copied report and highlighting the 

critical aspect of writing assignment on their own. 

 Findings 

Various characteristics associated with a programming assignment pair were calculated, and the Xg 

boost model was employed to classify them. The accuracy score achieved was 92%. 

2.2 Paper 2 - Plagiarism Detector Using Machine Learning Algorithms 

The easy accessibility of vast information resources has led to an increase in plagiarism in free text. 

To address this issue, automated plagiarism detection systems are used to identify plagiarized content 

in large databases. However, this task is complicated by advanced plagiarism methods like 

paraphrasing and summarizing that conceal the occurrence of plagiarism. 

 Methodology 

The recognition paraphrase is NLP and the objective of this study is to propose a unified technique 

to detect plagiarism. It compares the perspective with that of a sim plagiarism detector. 

 Findings 

Operation of the system does not require any complex directions or training. It is a time- efficient 

plagiarism detection system. 

2.3 Paper 3 - Complex Dynamic Event Participant in an Event-Based Social Network: A Three-

Dimensional Matching 

The current methods primarily concentrate on organizing techniques that involve users and events on 

an EBSN (Online Social Network) platform in an offline situation, where all data is pre-known. 

 Methodology 

Detection by using feature extraction from the Ultra- Fined Trained repositories extracted by using 

Data Mining Techniques and NLP. 

 Findings 

Full Connected layers implementation using PyTorch - 100 percent of accuracy which gives 

authorization to user that someone else actually write it. 

 

3. METHODOLOGY 

3.1 LCS, dynamic programming  

By analysing the scenario above, it is evident that this algorithm relies on a word-by-word comparison 

of two texts. There are different techniques to address this issue. One solution involves dividing each 

text into lists of comma-separated words using the. split () function to facilitate the comparison 

process. You can then iterate through each word in the texts, compare them, and update your LCS 

value accordingly. 

To implement an efficient LCS algorithm, I recommend using a matrix and dynamic programming. 

Dynamic programming entails breaking down a complex problem into a smaller set of subproblems, 
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gradually constructing a complete solution without having to repeat any subproblems. This method 

assumes that a large LCS task can be divided into a combination of smaller LCS tasks. 

For instance, let's consider a simple example that compares letters: 

 A = "ABCD" 

 S = "BD"  

In this case, the longest subsequence of letters is 2 (B and D occur in sequence in both strings). We 

can calculate this by examining the relationships between each letter in the two strings, A and S. 

Here, I have a matrix with the letters of A on top and the letters of S on the left side: 

 
Fig. 1 LCS Programming Initial Matrix 

The process begins by creating a matrix with a number of columns and rows equivalent to the number 

of letters in strings S and O+1, with an additional row and column filled with zeroes at the top and 

left, respectively. In this case, instead of a 2x4 matrix, it becomes a 3x5 matrix. 

Subsequently, the matrix can be populated by dividing it into smaller LCS problems. For instance, 

we can begin by examining the shortest substrings, i.e., the first letter of A and S. Our initial question 

would be: What is the Longest Common Subsequence between these two letters, "A" and "B"? In this 

case, the answer is zero, and we would fill in the corresponding cell in the grid with that value. 

 
Fig. 2 LCS Programming unique value Matrix 

We would then proceed to the next question, which is: What is the LCS between "AB" and "B"? 

Here, we have a match, and can fill in the appropriate value 1. 

 

 
Fig. 3 LCS Programming matched value Matrix 

If we continue, we get to a final matrix that looks as follows, with a 2 in the bottom right corner. 
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Fig. 4 LCS Programming Final Matrix 

The final LCS will be that value **2** *normalized* by the number of n-grams in A. So, our 

normalized value is 2/4 = **0.5**. 

3.1.1 The matrix rules 

An important aspect to consider is that it's possible to efficiently populate the matrix by focusing on 

one cell at a time. Each cell in the grid only relies on the values in the cells that are immediately above 

and to the left of it. 

The rules are as follows: 

Start with a matrix that has one extra row and column of zeros. 

As you traverse your string: 

If there is a match, fill that grid cell with the value to the top-left of that cell *plus* one. So, in our 

case, when we found a matching B-B, we added +1 to the value in the top-left of the matching cell, 

0. 

If there is not a match, take the *maximum* value from either directly to the left or the top cell, and 

carry that value over to the non-match cell. 

 

 

 
Fig. 5 LCS Programming Matrix Rule 

 

After completely filling the matrix, the bottom-right cell will hold the non-normalized LCS value.This 

approach can also be extended to a group of words, rather than just letters. As such, your function 

should implement this approach to the words in two texts, and then calculate and return the 

normalized LCS score. 

3.2 Cosine Similarity 

Cosine similarity is a measure of similarity between two non-zero vectors in an n-dimensional space, 

often used in information retrieval and natural language processing (NLP). 

In the context of NLP, cosine similarity is commonly used to measure the similarity between two 

documents or texts, represented as vectors of word frequencies or embeddings. 

The cosine similarity between two vectors is defined as the cosine of the angle between them, which 

can be calculated as the dot product of the two vectors divided by the product of their magnitudes. 

Mathematically, the cosine similarity of two vectors x and y can be expressed as: 

cosine similarity (x, y) = (x dot y) / (norm(x) * norm(y)) 
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where "dot" represents the dot product operation, and "norm" represents the Euclidean norm of a 

vector. The result of cosine similarity ranges from -1 (completely dissimilar) to 1 (completely 

similar), with 0 indicating no similarity. 

In summary, cosine similarity provides a way to measure the similarity between two vectors, which 

is useful for a variety of applications in machine learning and NLP. 

 

4. RESULTS 

The effectiveness of the proposed approach was assessed on a set of 100 academic papers that had 

different levels of plagiarism. The findings indicate that the proposed approach is superior to 

conventional text similarity techniques in terms of accuracy and speed. The F1-score of the proposed 

approach was determined to be 0.85, in contrast to 0.75 for traditional methods. Furthermore, the 

proposed approach was observed to be faster than traditional methods, with an average processing 

time of 0.5 seconds per document. 

 

5.  CONCLUSION 

The detection of plagiarism is a crucial task in various fields, including academia. The use of machine 

learning has significantly transformed the field of plagiarism detection. The utilization of machine 

learning algorithms has been established as an effective and efficient method for detecting plagiarism. 

These algorithms can analyse vast amounts of text and identify patterns that may indicate plagiarism. 

Several methods, including rule-based, text-based, and hybrid techniques, have been utilized for 

plagiarism detection using machine learning. However, the accuracy of these techniques depends on 

several factors, such as text size, language complexity, and dataset quality. 

 By incorporating techniques such as natural language processing and text similarity analysis, 

machine learning algorithms can accurately detect instances of plagiarism in large datasets, thereby 

saving time and effort for educators and researchers. Despite their efficacy in detecting direct 

plagiarism, these algorithms may not always be able to identify more subtle forms of plagiarism, such 

as patchwriting or paraphrasing. Hence, it is imperative to refine and enhance these algorithms to 

enhance their accuracy and effectiveness in detecting all forms of plagiarism. 

Overall, machine learning for plagiarism detection is a promising area of research that can 

significantly enhance the quality and integrity of academic work. Educators and researchers must 

continue to explore and utilize these tools to promote academic honesty and research credibility. The 

combination of natural language processing, text similarity analysis, and machine learning algorithms 

such as k-NN, SVM, and neural networks have shown potential in improving plagiarism detection 

accuracy. Future research should focus on developing more precise and efficient techniques for 

plagiarism detection. 
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