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ABSTRACT 

The latest generation of convolutional neural networks (CNNs) has achieved impressive results in the 

field of image classification. This paper is concerned with a new approach to the development of 

tomato plant disease recognition model, based on leaf image classification, by the use of deep 

convolutionalnetworks. Novel way of training and the methodology used facilitate a quick and easy 

system implementation in practice. The developed model is able to recognize different types of tomato 

plant diseases out of healthy leaves, with the ability to distinguish plant leaves from their 

surroundings. According to our knowledge, this method for plant disease recognition has been 

proposed for the first time. All essential steps required for implementing this disease recognition 

model are fully described throughout the project, starting from gathering images in order to create a 

database, assessed by agricultural experts. Neural network, was used to perform the disease detection. 

The experimental results on the developed model achieved detection between 85% and 95%. 

Keywords—Impressive, Leaf Image, Implementation, Gathering Images, Recognition, Neural 

Network. 

 

1. Introduction 

Despite having seen many improvements in the mass production and accessibility of food, food 

security remains threatened by a variety of factors such as the decline of pollinators and plant diseases. 

In the developing world, more than 80 percent of the agricultural production is generated by 

smallholder farmers, and reports of yield loss of more than 50% due to pests and diseases are common. 

Furthermore, the majority of individuals suffering from hunger live in smallholder farming households. 

Fortunately, diseases can be managed by identifying the diseases as soon as it appears on the plant. 

In addition, with the rise of the internet and mobile technology worldwide, it easy to access diagnosis 

information on a particular type of disease. 

As a result, the prevalence of smartphones with powerful cameras can help to scale up any type of 

solution that involves crop detection feasible and practical. Smartphones in particular offer very novel 

approaches to help identify diseases because of their computing power, high-resolution displays, and 

extensive built-in sets of accessories, such as advanced HD cameras. In fact, it is estimated that around 

6 billion phones would be available around 2050. The input to the algorithm in this paper are of 2D 

images of diseased and healthy tomato plant leaves. A deep convolutional network is used, a 

generative adversarial network is used, and a semi supervised learning approach that utilizes a ladder 

network. These different approaches will be used to output a predicted disease type or a type of healthy 

tomato plant species. 

 

2. Problem Statement 

The existing method for tomato plants disease detection is simple naked eye observation which 

requires more man labour, properly equipped laboratories, expensive devices, etc. And improper 

diseasedetection may led to inexperienced pesticide usage that can cause development of long-term 

resistance of the pathogens, reducing the ability of the crop to fight back. Existing methods takes a 

long time to process and the accuracy of the system is low. 
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3. Processes in CNN Data Set Collection 

Appropriate datasets are required  at all stages of object recognition research, starting from 

training phase to evaluating the performance of recognition algorithms. All the images collected for 

the dataset were downloaded from the Internet, searched by name on various sources in different 

languages. 

Image Processing and Labelling 

Images downloaded from the Internet were in various formats along with different resolutionsand 

quality. In order to get better feature extraction, final images intended to be used as datasetfor deep 

neural network classifier were pre-processed in order to gain consistency. Furthermore, procedure of 

image pre-processing involved cropping of all the images manually, in order to highlight the region 

of interest. 

Augmentation Process 

The main purpose of applying augmentation is to increase the dataset and introduce slight distortion 

to the images which helps in reducing overfitting during the training stage. Image data augmentation 

is a technique that can be used to artificially expand the size of a training dataset by creating modified 

versions of images in the dataset. Training deep learning neural network models on more data can 

result in more skillful models, and the augmentation techniques can create variations of the images 

that can improve the ability of the fit models to generalize what they have learned to new images. 

Neural Network Training 

The main goal of training the network is for neural network to learn the features that distinguish one 

class from the others. Therefore, when using more augmented images, the chance for the network to 

learn the appropriate features has been increased. 

Testing Trained Model with Valuation Data 

Finally, the trained network is used to detect the disease by processing the input images in valuation 

dataset and results are processed. 
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4. Advantages of Open CV over MATLAB 

Speed 

MATLAB is built on Java, and Java is built upon C. So when you run a MATLAB program, your 

computer is busy trying to interpret all that MATLAB code. Then it turns it into Java, and then finally 

executes the code. OpenCV, on the other hand, is basically a library of functions written in C/C++. 

You are closer to directly provide machine language code to the computer to get executed. So 

ultimately you get more image processing done for your computers processing cycles, and not more 

interpreting. As a result of this, programs writtenin OpenCV run much faster than similar programs 

written in MATLAB. So, conclusion? OpenCV is damn fast when it comes to speed of execution. 

For example, we might write a small program to detect peoples smiles in a sequence of video frames. 

In MATLAB, we would typically get 3-4 frames analysed per second. In OpenCV, we would get at 

least 30 frames per second, resulting in real-time detection. 

Resources Needed 

Due to the high-level nature of MATLAB, it uses a lot of your systems resources. And I mean A 

LOT! MATLAB code requires over a gig of RAM to run through video. In comparison, typical 

OpenCV programs only require ~70mb of RAM to run in real-time. The difference as you can easily 

see is HUGE! 

Portability 

MATLAB and OpenCV run equally well on Windows, Linux and MacOS. However, when it comes 

to OpenCV, any device that can run C, can, in all probability, run OpenCV. Despiteall these amazing 

features, OpenCV does lose out over MATLAB on some points 

Ease OD use 

MATLAB is a relatively easy language to get to grips with. MATLAB is a high-level scripting 

language, meaning that you don’t have to worry about libraries, declaring variables, memory 

management or other lower-level programming issues. As such, it can be very easy to throw together 

some code to prototype your image processing idea. Say for example I want to read in an image from 

file and display it. 

 

5. Collection of diseased leaf images 

The diseased leaf of tomato plant is collected as image from the agriculture field. The image is 

captured using normal mobile phone camera. For the proper detection of diseased tomato plant leaf 

in this developed software, the pixel of the image can be from 250 – 350 pixels. And the resolution 

of the image can be from 80 dpi – 96 dpi. Once the collected image is selected in the application, the 

disease of the tomato plant can be detected along with what type of fertilizer or pesticide to be used 

for the particular disease will be known. 

 

 

Collecting images of 

the leaf from the field 

Inserting the collected 

images into the application 

Type of disease and 

solution is detected 
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6. Advantages 

 This tomato leaf disease detection software application is an eco-friendly tool 

 The disease of the tomato plant leaf can be detected accurately 

 Low cost 

 Reliable 

 

7. Application 

 Detecting diseases on leaf of tomato plant at early stages gives strength overcome it. 

 Treating it appropriately by providing the details to the farmer that which prevention action should 

be taken. 

 Agriculture field crop disease detection for treatment to be done. 

 

8. Results and Discussion 

 

 

The performance matrices for each model developed for the plant tomato. We can observe that the 

accuracy scores are nearly equal to fi scores. This is because of balanced number of false negative 

and false positive predictions. This is considered as best case for any machine learning algorithm. 

The average accuracy was 91%. 

 

9. Conclusion 

This paper has utilized deep learning capabilities to achieve automatic tomato plant disease detection 

system. This system is based on a simple classification mechanism which exploits the feature 

extraction functionalities of CNN. For detection finally, the model utilizes the fully connected layers. 

The research was carried out using the publically accessible collection of images, from experimental 

conditions and actual environment. The system has achieved a high overall testing accuracy on 

publically accessible dataset, and performed well on images of field of tomato plants. It is concluded 

from accuracy that CNN is highly suitable for automatic detection and diagnosis of tomato plants. 

This system can be integrated into mini-drones to live detection of diseases from tomato plants in 

cultivated areas. Though this system is trained on Plant Village dataset with only few classes it 

couldtell if the plant has a disease or not as somehow symptoms are same in all kinds of plants. In 

addition, more actual environment images can be added to the dataset to improve the accuracy on 

real-condition images of leaves and classify more plant types as well as disease types. In the future, 

this system can also adopt 3-layer approach where the first layer detects if there’s any plant in an 

image or not, second layer tells the plant type and the third layer tells if there is any disease or not 
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and what type of disease is there if any. 
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