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ABSTRACT
For language tasks like text classification and sequence labeling, word embeddings are essential for
providing input characteristics in deep models. There have been many word embedding techniques
put out in the past ten years, which can be broadly divided into classic and context-based
embeddings. In this study, two encoders—CNN and BiLSTM—are used in a downstream network
architecture to analyze both forms of embeddings in the context of text classification. Four
benchmarking classification datasets with single-label and multi-label tasks and a range of average
sample lengths are selected in order to evaluate the effects of word embeddings on various datasets.
CNN routinely beats BiLSTM, especially on datasets that don't take document context into account,
according to the evaluation results with confidence intervals. CNN is therefore advised above
BiLSTM for datasets involving document categorization where context is less predictive of class
membership. Concatenating numerous classic embeddings or growing their size for word
embeddings doesn't greatly increase performance, while there are few instances when there are
marginal gains. Contrarily, context-based embeddings like ELMo and BERT are investigated, with
BERT showing better overall performance, particularly for longer document datasets. On short
datasets, both context-based embeddings perform better, but on longer datasets, no significant
improvement is seen.In conclusion, this study emphasizes the significance of word embeddings and
their impact on downstream tasks, highlighting the advantages of BERT over ELMo, especially for
lengthier documents, and CNN over BiLSTM for certain scenarios involving document
classification.
Keywords— Text Classification, Word Embeddings, Similarity in Words, NLP, Distributed
Word Representation.

1. Introduction
In a variety of Natural Language Processing (NLP) tasks, the representation of natural language has
emerged as a key topic. One-hot encoding, Bag of Words (BoW), term-frequency, and other
straightforward methods[1] are some of the simplest ways to represent natural language in textual
data. The relevant information isn't included in the mapped space of the representations using these
methods, which is a weakness. The relative closeness of the words is lost in representations like
one-hot encoding, while BoW representations fail to capture the context and word order. These
representations produce vector representations that are huge (equal to the size of the vocabulary).
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The usage of distributed vector representations of textual data in several algorithms has been
demonstrated. Based on the mutual information between words in the corpus, each word vector in a
particular corpus is represented [2]. Vector representation can be computed at different levels
including: characters [3], [4], words [5], [6], [7], phrases [8], [9], sentences [10], document [11],etc.
Word representations in a continuous Rn space are called word embeddings. Keeping the
information about the meanings and commonalities of the words, each word is projected in n-
dimensional vector space as a real-valued vector. In the planned space, words with similar meanings
will be mapped closer together. As an example, the operation "King - Man + Woman" yields a
vector close to "Queen" [5], [12]. Word vectors represent the syntactic and semantic regularities in
language.
Today, several word embedding systems integrate various word representation methods. It takes a
lot of computational time, huge corpora, and computational capacity to train word embeddings.
Therefore, the idea of transfer learning—using already-trained embeddings and then training the
NLP model with them—is the preferable method. The projected embedding space is not apparent to
humans, therefore choosing the suitable word embeddings is a challenging task. However, choosing
the pre-trained word embeddings used as input in the NLP model is the first and most important
step, as the standard of the word representation significantly affects the model's overall performance.
As a result, researchers may find it useful to provide comparison experimental data for the
approaches in order to help them choose the best model embeddings based on the comparative
analysis. Word embeddings are not uniformly evaluated. The evaluation techniques can often be
divided into two categories: intrinsic and extrinsic evaluation [13]. Through direct examination of
the syntactic or semantic links between words, intrinsic evaluations gauge a representation's quality
without reference to any particular tasks involving natural language processing. In the comparing
process of intrinsic evaluation, human-created benchmark datasets produced with a specific aim of
comparing words by similarity, relatedness, or similar, are significant. Extrinsic evaluation of word
vectors refers to the evaluation of the embeddings on a genuine NLP task, such as part-of- speech
tagging [14], named-entity recognition [15], sentiment analysis [16], and neural machine translation
[17].
When performing the assessments, the main goal is to identify the highest quality word embeddings.
Additionally, a key component of the method's ability to encode significant information in the
projected space is the word embeddings' dimensionality. More information can be incorporated into
a space with higher dimensionality, but at a certain point, the marginal advantage starts to decline
[5]. The vectors are typically set to have a dimensionality of between 50 and 1,000, with 300 being
the most common value. As a result, further research is needed to determine the best dimensionality
before analyzing the word embeddings.
In this research, we concentrate on various pre-trained word embeddings utilized in cutting-edge
models for some NLP tasks and evaluate their performance on word similarity detection with
benchmark datasets for word pairs1. To compare the most recent word embeddings, experiments
were conducted using the datasets WordSim353 [18], SimLex999 [19], and SimVerb3500 [20].
The rest of the paper is divided into the following sections. The word embedding strategies
employed for comparison analysis are described in Section 2. The research that has been done on
the issue is summarized in Section 3. Section 4 contains the comparison analysis as well as a
discussion of the test results. The paper is concluded and suggestions for further research are
provided in Section 5.

2. Word Embeddings
Word embeddings are crucial in natural language processing tasks, as they allow representing words
in a continuous vector space where semantic relationships are preserved. The provided text
introduces three main categories of word embedding methods: neural network-based, word matrix-
based, and ensemble methods. Let's analyze each category and the specific techniques mentioned
within them.
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2.1 Neural Network-Based Methods: Word2Vec and FastText
Neural network-based methods aim to learn word embeddings through neural networks. Word2Vec
and FastText are two prominent examples.
Word2Vec:
Word2Vec introduced two models - Continuous Bag Of Words (CBOW) and Skip-gram. These
models use a hidden layer with N neurons (dimensionality of word embeddings).CBOW predicts
the target word from its context words. Skip-gram predicts context words given the target word.
Word2Vec offers efficient training techniques like Hierarchical Softmax and Skip-Gram Negative
Sampling (SGNS).Pre-trained Word2Vec embeddings are available, often using 300-dimensional
vectors trained on massive corpora.
FastText:
FastText is derived from Skip-gram with a subword model. It considers the internal structure of
words using character n-grams. Each word is represented as a sum of its n-gram vectors. This
approach enables learning representations for rare words and sharing representations across words.
Pre-trained models are available, trained with subword information on large corpora.
2.2 Word Matrix-Based Methods: GloVe and LexVec
Word matrix-based methods utilize matrix factorization techniques on word co-occurrence
information to create embeddings.
GloVe (Global Vectors for Word Representation):
GloVe combines global matrix factorization and local context window methods. It optimizes
embeddings so that dot products reflect word co-occurrence ratios. Pre-trained GloVe vectors are
available, trained on various datasets and dimensions.
LexVec:
LexVec factors the Positive Pointwise Mutual Information (PPMI) matrix using a reconstruction
loss function. It weighs errors based on co-occurrence frequency. Pre-trained LexVec models exist,
with comparisons to state-of-the-art methods in word similarity and analogy tasks.
2.3 Ensemble Methods: ConceptNet Numberbatch
Ensemble methods integrate different embeddings and structured knowledge to improve word
representations.
ConceptNet Numberbatch:
This method combines GloVe, Word2Vec embeddings, and knowledge from ConceptNet and
PPDB. It uses retrofitting to adjust embeddings using knowledge graphs, enhancing embeddings'
semantic relationships. Pre-trained ConceptNet Numberbatch embeddings are available.
2.4 Comparison and Insights:
Neural Network vs. Word Matrix:
Neural network-based methods like Word2Vec and FastText capture syntactic and semantic
information efficiently. They excel at capturing contextual relationships. Word matrix-based
methods like GloVe and LexVec focus on co-occurrence statistics, capturing both global and local
semantic information.
Subword Information:
FastText leverages subword information, making it effective for handling out-of-vocabulary words
and rare words. This approach helps in learning meaningful embeddings for morphologically rich
languages.
Data and Model Sizes:
Word2Vec, FastText, GloVe, and LexVec all provide pre-trained embeddings with different
dimensions and trained on diverse datasets.Selection depends on the specific task, dataset, and
computational resources available.
Ensemble Approaches:
Ensemble methods like ConceptNet Numberbatch offer improved embeddings by combining
different sources of information. These methods are effective for capturing both intrinsic and
extrinsic word relationships.
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3. Related Work
Word embeddings have become a pivotal tool in natural language processing (NLP) and machine
learning, enabling the representation of words as continuous vectors in a semantic space.
Researchers have extensively studied the performance of various word embedding methods on
different languages and datasets to assess their effectiveness and applicability. This report presents a
summary and analysis of several studies that have compared different word embedding methods in
diverse linguistic contexts and domains.
Berardi et al. [30] conducted a comprehensive comparison of the Skip-gram model from Word2Vec
and GloVe in the Italian language. They employed two distinct datasets, the Italian Wikipedia dump
and a collection of Italian novels. Despite the diversity in purpose and style, the Skip-gram model
consistently outperformed GloVe on both datasets. The authors noted that the performance of the
Italian-trained models did not match those trained on English data, potentially reflecting the
inherent complexity of the Italian language.
In [31], a cross-linguistic comparison was carried out, focusing on Hungarian and English. A Skip-
gram model trained on the Hungarian Webcorpus was compared to an English model.
Morphological questions yielded similar results, but the English model dominated in semantic
questions. Additionally, a proto dictionary comparison was conducted using CBOW Word2Vec and
GloVe models for Hungarian, Slovenian, Lithuanian, and English languages.
Baroni et al. [32] evaluated four word embedding models—Word2Vec's CBOW, DISSECT,
Distributional Memory model, and Collobert and Weston—on a large English corpus. They found
that Word2Vec's CBOW model consistently outperformed other methods across various tasks.
Similarly, Ghannay et al. [33] assessed CSLM word embeddings, dependency-based embeddings,
combined embeddings, and Word2Vec's Skip-gram on NLP tasks. The dependency-based
embeddings demonstrated the best performance, with a suggestion that combined embeddings could
yield further improvements.
Another study [13] compared Word2Vec's CBOW model, GloVe, TSCCA, C&W embeddings,
Hellinger PCA, and Sparse Random Projections across 14 test datasets. The conclusion was that
Word2Vec's CBOW model excelled on 10 out of the 14 datasets, showcasing its overall robustness.
Moreover, the assessment extended beyond general NLP, as word embeddings were compared
within specific domains like biomedical domains [40], [41].
The studies mentioned above emphasize the significance of choosing appropriate word embedding
methods based on the language, dataset, and task. While Word2Vec's CBOW model often
outperforms others in English contexts, its performance varies in other languages and domains. The
complexity of languages, as observed in the Italian case, might influence model performance.
Cross-linguistic comparisons highlight the interplay between morphological and semantic nuances.
Additionally, the potential for combining embeddings and adapting methods to specific domains is
evident in the studies.
Comparative studies of word embeddings across languages and domains reveal the contextual
dependence of embedding methods' performance. While Word2Vec's CBOW model often
demonstrates superiority in English, its efficacy differs in other languages. Cross-linguistic
assessments and domain-specific evaluations emphasize the need for tailored approaches.
Researchers must consider linguistic intricacies, training data diversity, and task requirements when
selecting word embedding methods for various applications in the broader NLP landscape.

4. Comparative Analysis
There are two methods for evaluating word vectors. Extrinsic evaluation involves actual NLP tasks
like sentiment analysis or natural language inference. Word vectors are incorporated into a deep
neural network's embedding layer for that reason. After that, the model is trained on a particular
NLP task. If the results are poor, it is unclear whether the word vectors do not adequately capture
the meaning of the words or whether the model is just inadequate for the task.
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The previous concern demonstrates the necessity of intrinsic evaluation. Word vectors are evaluated
directly on various tasks in this sort of evaluation, which is an intermediate evaluation. Tasks like
word vector analogies and word similarities are included in the intrinsic evaluation.
By measuring how well a word vector's cosine distance after addition captures common semantic
and syntactic comparison queries, word vectors are assessed. For instance, the operations "King -
Man + Woman" and "Windows - Microsoft + Google" produce vectors that are similar to "Queen"
and "Android," respectively.
Values used to calculate word similarity are used to compare word pairs. These values are gathered
in several human-generated datasets used as a resource for comparing the accuracy of word
mapping in various word representations in a given space. By combining or isolating word
similarity with word relatedness or word association, different datasets depict word similarity
differently.
Data:
353 noun pairings with human similarity ratings make up the WordSim35312 dataset [18]. The
dataset is regarded as the gold standard in the computation of word similarity and relatedness. The
word pairings in this resource's similarity scores serve as a typical indicator of how similar words
are based on their relatedness or associations. Later, the dataset is annotated with semantic relations
by differentiating between similarity and relatedness [42].
SimLex99913 has lately gained popularity as a lexical resource for monitoring word similarity
computation development. Instead than focusing on relatedness or association, this benchmark
dataset measures similarity [19]. There are 222 verb-verb pairings, 111 adjective-adjective
combinations, and 666 noun-noun pairs in all. The dataset's annotation criteria limit synonymy's
degree of similarity [43]. The word embedding models' capacity to capture word similarity (without
the influence of relatedness or association) while simultaneously removing the dependence on
relatedness or association can be measured using SimLex999.
3500 verb-verb pairs make up the SimVerb350014 verb similarity dataset [20]. There is a
distinction between similarity and relatedness, and this dataset was created using the same
annotation criteria as the SimLex-999. As a result, this technique is a comprehensive resource for
verb similarity.
Word Similarity Experiments:
Words are represented by word embeddings so that words with similar meanings have comparable
vector representations. The experiments in this part test various pre-trained word embeddings'
capacity to recognize word similarity. The word embedding vectors' cosine similarity is calculated
for each word pair in the datasets. In Figure 1, the average cosine similarity for each dataset is
presented.
For the WordSim353, SimLex999, and SimVerb3500 datasets, respectively, the average similarity
determined by human assessments is 5.86, 4.56, and 4.29. GloVe and FastText word embeddings
had the highest average cosine similarity for each dataset. For the WordSim353, SimLex999, and
SimVerb3500 datasets, respectively, the average cosine similarity for GloVe embeddings are 5.37,
4.62, and 3.79. For the WordSim353, SimLex999, and SimVerb3500 datasets using the FastText
embeddings, the average cosine similarity is 4.69, 4.81, and 4.12, respectively. These results
suggest that GloVe and FastText are more effective in identifying word similarity.
Higher dimensional word vectors are anticipated to have a more noticeable quality of representation
in terms of dimensionality. When analyzing the GloVe embeddings with various dimensionalities,
the SimLex999 dataset and the SimVerb3500 dataset both provide strong support for this claim. For
the SimLex999 dataset, 200-dimensional embeddings pre-trained on Twitter and 300-dimensional
embeddings pre-trained on Wikipedia, the average cosine similarity is more in line with the ground
truth similarity. The claim only holds for 200-dimensional embeddings pre-trained on Twitter for
the SimVerb3500 dataset, although similarities for vectors pre-trained on Wikipedia are more
comparable to ground truth similarities when the dimensionality is 50. Less dimensionality in the
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vector space means that the WordSim353 dataset is more comparable to the ground truth in terms of
cosine.
Correlation Analysis
Since similarities determined by one metric may be higher than similarities determined by another,
average similarity may not necessarily offer useful insight into word similarities. Although these
similarity distributions have different average values, they might be connected. As a result, we
determine the correlation coefficient between word vector cosine similarity and ground truth
similarity for all pre-trained word embedding vectors.
For each pair of ground-truth similarities and cosine similarities, the Spearman correlation
coefficient, Pearson correlation coefficient, and Kendall's tau correlation coefficient are calculated.
The results are shown in Figure 2 for the WordSim353 dataset, Figure 3 for the SimLex999 dataset,
and Figure 4 for the SimVerb3500 dataset. They are summarized in Tables 1, Table 2, and Table 3
for the WordSim353, SimLex999, and SimVerb3500 datasets, respectively.
The correlation analysis' findings conflict with those of average similarity. In terms of average
cosine similarity, GloVe and FastText word embeddings performed better at identifying word
similarities. But their correlation coefficient is the lowest. The number is close to 0, indicating that
there is no relationship between ground truth and word vector cosine similarity. Despite being
created to address Word2Vec's shortcomings, FastText does not demonstrate an improved ability to
capture word similarity, as seen by correlations of roughly 0.1 for SimLex999 and SimVerb3500
and approximately 0.2 for WordSim353. GloVe performs poorly on SimLex999 and SimVerb3500
as well, despite the fact that it is a popular starting point for many high-performance deep learning
models used for various NLP applications. The correlation on WordSim353, on the other hand, is
significantly stronger, with a maximum Spearman correlation coefficient of 0.61.
ConceptNet Numberbatch word embeddings achieve the highest correlation for all three datasets,
demonstrating a positive correlation between similarity distributions. The Word2Vec and LexVec
word embeddings have the second-highest correlation coefficient, which is approximately 0.7 for
the WordSim353 dataset, approximately 0.4 for the SimLex999 dataset, and nearly 0.3 for the
SimVerb3500 dataset.
The correlation results are consistent with the hypothesis that higher dimensional word vectors are
of higher quality. The SimLex999 and SimVerb3500 dataset correlation coefficients for GloVe
word embeddings are low, but they do demonstrate that increasing dimensionality leads to stronger
correlation. We can also deduce that word vectors with higher dimensions are better at capturing
word similarity.

Figure 1. Cosine similarities that are typical. likenesses between GT and ground truth. FastText
embeddings in 300 dimensions, pre-trained on the Crawl dataset, are designated as F-C-300.
Wikipedia dataset served as the training set for the 300-dimensional FastText embeddings known as
F-W-300. Pre-trained 200-dimensional GloVe embeddings on the Twitter dataset are designated as
G-T-200. Pre-trained 50-dimensional GloVe embeddings using the Twitter dataset are designated as
G-T-50. Pre-trained 300-dimensional GloVe embeddings using Wikipedia data are designated as G-
W-300. Wikipedia was used as the training data for the 50-dimensional GloVe embeddings known
as G-W-50. 300-dimensional LexVec embeddings in L-C-300 that were pre-trained using the Crawl
dataset. 300-dimensional LexVec embeddings that were pre-trained using the Wikipedia dataset are
called L-W-300. 300-dimensional ConceptNet Numberbatch embeddings are designated as N-C-
300. Pre-trained 300-dimensional Word2Vec embeddings using the Google News dataset are
designated as W-G-300.

Table 1. Correlation coefficients between ground truth similarities and word vector cosine
similarities for the WordSim353 dataset. S - Spearman correlation coefficient. Pr - Pearson
correlation coefficient. K - Kendall’s tau correlation coefficient.
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Word Embeddings S Pr K
FastText-Crawl-300 0.25 0.26 0.17
FastText-Wikipedia-300 0.19 0.19 0.13
GloVe-Twitter-200 0.52 0.53 0.36
GloVe-Twitter-50 0.46 0.46 0.32
GloVe-Wikipedia-300 0.61 0.60 0.45
GloVe-Wikipedia-50 0.50 0.51 0.36
LexVec-Crawl-300 0.72 0.68 0.53
LexVec-Wikipedia-300 0.66 0.63 0.48
ConceptNet-Numberbatch-300 0.81 0.75 0.63
Word2Vec-GoogleNews-300 0.69 0.65 0.51
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Table 2. Correlation coefficients between ground truth similarities and word vector cosine
similarities forthe SimLex999 dataset. S - Spearman correlation coefficient. Pr - Pearson correlation
coefficient. K - Kendall’s tau correlation coefficient.

Word Embeddings S Pr K
FastText-Crawl-300 0.16 0.16 0.11
FastText-Wikipedia-300 0.09 0.07 0.06
GloVe-Twitter-200 0.13 0.14 0.08
GloVe-Twitter-50 0.10 0.10 0.06
GloVe-Wikipedia-300 0.37 0.39 0.30
GloVe-Wikipedia-50 0.26 0.29 0.18
LexVec-Crawl-300 0.44 0.45 0.31
LexVec-Wikipedia-300 0.38 0.39 0.27
ConceptNet-Numberbatch-300 0.63 0.65 0.46
Word2Vec-GoogleNews-300 0.44 0.45 0.31

Table 3. Correlation coefficients between ground truth similarities and word vector cosine
similarities for the SimVerb3500 dataset. S - Spearman correlation coefficient. Pr - Pearson
correlation coefficient. K - Kendall’s tau correlation coefficient.

Word Embeddings S Pr K
FastText-Crawl-300 0.11 0.11 0.07
FastText-Wikipedia-300 0.03 0.02 0.02
GloVe-Twitter-200 0.06 0.07 0.04
GloVe-Twitter-50 0.03 0.04 0.02
GloVe-Wikipedia-300 0.23 0.23 0.16
GloVe-Wikipedia-50 0.15 0.16 0.10
LexVec-Crawl-300 0.30 0.31 0.21
LexVec-Wikipedia-300 0.28 0.28 0.19
ConceptNet-Numberbatch-300 0.57 0.59 0.41
Word2Vec-GoogleNews-300 0.36 0.38 0.25
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Figure 2. Correlation between similarities found using various word embedding techniques and the
ground truth for the WordSim353 dataset. The ground truth similarity measure (Gt_sim) is
determined by human judgments. Word embeddings with similar cosines are known as cosine_sim.
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Figure 3. Comparison of the SimLex999 dataset's ground truth with comparisons made using
various word embedding techniques. Ground truth similarities determined by human ratings are
obtained using Gt_sim. When comparing word embeddings, use the cosine_sim function.
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Figure 4. Correlation between similarities found using various word embedding techniques and
similarities found using the SimVerb3500 dataset. Gt_sim is a measure of ground truth similarity
determined by human judgments. Cosine_sim - Cosine similarity between word embeddings.

5. Conclusion and Future work
We have examined various word embedding techniques in this research. According to the process
of creation, these methods might be broadly categorized into two groups: neural network-based and
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matrix-based. We also looked at an amalgam of the two methods called an ensemble method.For
each of the techniques under consideration, word embedding similarity studies were carried out. On
three separate datasets, these studies test the cosine similarity measure's capacity to identify word
similarities between pairs of words. It was determined that GloVe and FastText beat the other word
embedding methods after analyzing only the average similarity data and comparing these values
with the average value of the human ratings.
We also conducted correlation analysis after running the word embedding similarity studies. For
each pair of ground truth similarities and cosine similarities of the word embeddings, the Spearman
correlation coefficient, Pearson correlation coefficient, and Kendall's tau correlation coefficient
were calculated. Using the information gathered during this research, we came to the conclusion
that, despite GloVe and FastText having high cosine similarity values, there is no association
between ground truth and the cosine similarities of word vectors. Despite having low average
similarity values, ConceptNet Numberbatch word embeddings have the highest correlation
coefficients.
Including the textual context of the words allows for a more thorough analysis of word similarity.
Recent word embedding techniques, such as ELMO [44] and BERT [45], make use of the context
of the words as they appear in the text to produce deeply contextualized word representations. As
part of our ongoing research, we will compare and contrast these various word mappings.
Furthermore, it would be more advantageous to compare the various word representations by
merging the various concepts from intrinsic and extrinsic assessments.
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