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Abstract 

Responsible lending decisions involve numerous considerations, and recent research has focused on 

applying machine learning techniques to credit risk assessment. This advancement holds the potential 

to promote lending diversity without compromising credit quality, utilizing historical lending data 

and outcomes. However, highly accurate machine learning models often lack transparency, posing a 

challenge for human domain experts seeking to ensure fairness and ethics. Consequently, jurisdictions 

worldwide are introducing regulations mandating explainability for automated decisions. 

Traditionally, lending decisions relied on human expertise, allowing for assessable and ethical 

judgment. In this study, we propose leveraging human expertise to address the limitations caused by 

inadequate data. By combining machine learning on a small training set with the correction of errors 

through Ripple-Down Rules, we aim to enhance lending decision-making. Through experimentation 

with benchmark data, we discovered that the resulting combined model not only achieved 

performance equivalent to models trained on larger datasets but also benefited from the incorporation 

of human expert rules. This approach has broader applicability, extending beyond lending decisions 

to domains where limited data quantity or quality hinders responsible decision-making. By embracing 

explainable machine learning techniques and integrating human expertise, we can not only improve 

the accuracy and appropriateness of lending decisions but also foster responsible decision-making 

across various domains. This research contributes to the growing body of knowledge on responsible 

credit risk assessment, addressing the challenges associated with limited data availability. 
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1. INTRODUCTION  

As banks and lenders strive to automate financial decision-making processes, regulatory authorities 

are increasingly emphasizing responsibility and accountability in these decisions. One area of concern 

for banks is credit risk management, where machine learning (ML) holds the potential to enhance 

existing techniques, particularly in credit scoring, by leveraging the growing availability of data and 

computing power [1]. Credit scoring traditionally involves models designed to classify credit 

applicants as either "good" or "bad" risks [2]. While machine learning applications have demonstrated 

improved accuracy in credit scoring, the most effective algorithms, such as ensemble classifiers and 

neural networks, often require large datasets that may be challenging to acquire. Additionally, these 

models lack interpretability, raising concerns regarding fairness, compliance, and risk management [3, 

4]. Consequently, in practice, less accurate yet more interpretable models continue to be employed [5]. 

However, these interpretable models may also exhibit accuracy deficiencies that intersect with issues 

of fairness. 

In this paper, we propose a novel approach to address the aforementioned challenges by combining 

machine learning (ML) classification models trained on limited data with a well-established "human-

in-the-loop" knowledge acquisition technique called Ripple-Down Rules (RDR) [6]. Our framework, 

referred to as ML+RDR, aims to construct fair, compliant rules while improving overall performance. 
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The ML+RDR framework empowers a human domain expert to iteratively refine and enhance a 

machine learning model by incorporating rules based on domain knowledge. These rules are 

specifically applied to cases where the machine learning model fails to predict outcomes accurately 

and fairly. By monitoring and utilizing domain knowledge for all processed cases, it becomes possible 

to correct any errors made by the machine learning model. Additionally, during the development of a 

machine learning model, there are typically training cases where the model fails to assign the correct 

label provided in the training data. These misclassified cases serve as a pre-selected set for the domain 

expert to add rules.. 

In this study, we focus on applying RDR to rectify these "data errors" without specifically considering 

fairness issues. Our objective is to evaluate the efficacy of addressing classification errors made by 

the ML model on the training data. However, we discuss the potential for extending our approach to 

rectify "fairness errors" as we delve deeper into the error-correcting process of RDR later in the paper. 

The implications of our approach extend beyond simple error correction, encompassing the judgment 

of the human domain expert, which can be based on various considerations of what constitutes 

responsible decision-making by a financial institution in a specific case. These considerations may 

include regulatory requirements for credit rating criteria, such as those outlined by the Australian 

Prudential Regulation Authority (APRA), which emphasize fairness, plausibility, intuitiveness, and 

meaningful differentiation of risk [7]. The rules created by a domain expert are expected to adhere to 

such criteria, ensuring fairness and interpretability while being easily verifiable against these 

requirements. 

With these objectives in mind, our approach is designed to align with common requirements from 

lender institutions or banks. Firstly, we maintain the flexibility to customize the conversion from raw 

scores to calibrated probabilities and ultimately to binary outcomes, aligning with the specific business 

use case's cost/reward structure. Secondly, we ensure the stability of the decision strategy as the raw 

scores are updated after the ML model improves through rule acquisition, taking into account the 

calibration of scores. Finally, we provide transparency in the process of converting raw scores to 

calibrated scores and the decision strategy through a declarative specification. The subsequent sections 

of the paper are organized as follows: Section 2 presents related work and establishes the context for 

the framework proposed in this paper. Section 3 outlines the experimental setup and introduces the 

framework for domain knowledge-driven credit risk assessment. Section 4 presents the experimental 

results, while Section 5 demonstrates how domain knowledge can enhance model performance in 

credit risk assessment using the knowledge acquisition framework (RDR) that enables a domain expert 

to construct new features and rules as needed. Finally, Section 6 concludes the paper, providing closing 

remarks and discussing potential future directions.. 

1.1. RELATED WORK 

This paper tackles the challenge of developing responsible AI systems, with a specific focus on the 

field of financial technology (fintech). The concept of responsibility, as defined in dictionaries, refers 

to the obligation to adhere to rules and laws, as well as the ability to control or influence outcomes 

and actions. In essence, being responsible entails being accountable and capable of providing a 

comprehensive account or explanation for events, which aligns with the characteristic of human 

expertise [8]. 

In the context of AI, the term "responsible" primarily pertains to algorithmic fairness and the 

avoidance of prohibited or undesirable biases in AI-driven decision-making [9]. To ensure fairness, 

AI systems need to be accountable according to legal and ethical requirements, which, in turn, 

necessitates their ability to explain their decisions to domain experts [10]. While responsibility is 

often viewed as the intersection of fairness and explainability, both concepts pose significant 

challenges. Evaluating fairness and defining it precisely remain complex tasks, with multiple 

definitions of fairness emerging in the literature [12]. 

In the pursuit of fairness through explainability, there has been a notable increase in research over the 

past decade [13] aiming to enhance the intelligibility of AI systems, the data they are trained on, and 
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the outputs they produce [14, 15]. This research encompasses techniques commonly referred to as 

explainable AI (XAI) [16] or interpretable ML (IML) [17]. Various terms, such as transparent or 

intelligible, are often used interchangeably with these concepts. Notably, it is commonly assumed 

that there is a trade-off between the predictive accuracy and interpretability of ML models. However, 

by applying additional explainability methods to high-performing black box models, it becomes 

possible to analyze and potentially correct their errors [10]. 

 

Currently, commercially available or open-source software tools are employed for explaining ML 

models. Some commonly used techniques can be summarized as follows: 

 

1. Variable or feature importance: Techniques like Shapley values [18] can assess whether the output 

predicted by a black box model aligns with human understanding in a particular domain. 

2. Surrogate models: Inherently interpretable models such as linear regression or decision trees can be 

used as surrogate models (e.g., in LIME [19]) to explain the predictions of black box models. These 

surrogate models are trained on synthetic data that closely resembles the instance being explained. 

3. Quantitative and qualitative standardized documentation: "Model cards" [20] provide structured 

documentation that evaluates ML models and highlights potential impacts on different groups based 

on characteristics of the data used in black box models. 

4. Fairness metrics: ML models can be trained under the constraint that classification performance 

should be similar for individuals, regardless of whether they belong to sensitive groups. This approach 

involves indicating membership in known protected or sensitive groups through a variable in the data 

[21]. 

5. Visualizations: Various visualization techniques, such as plots or dashboards, can be employed to 

present the results generated by the aforementioned methods [22]. 

 

In our previous work [23, 24], we have acknowledged the usefulness of feature importance measures 

in evaluating the performance of credit risk assessment models. However, we have also recognized 

that relying solely on these measures is insufficient to address prediction errors. Surrogate models, 

although helpful for explanation purposes, present challenges concerning stability (where different 

runs of an explainability method can yield varying explanations for the same instance [25]) and 

faithfulness (where the relationship between the explanation and the model's prediction is unclear 

[26]). 

Model cards are expected to play an increasingly important role in the future, possibly as part of 

upcoming legislation regarding AI systems. While fairness metrics, particularly those implementable 

in ML models [12], can be explored in our future research, our current experiments in this paper lack 

data containing information on protected attributes. We have applied a new implementation of Rule-

Based Decision (RDR) with a GUI that allows human experts to inspect data, identify ML errors, and 

add or update rules (Section 3.2.2). Although the addition of visualizations to assist human experts in 

the RDR process could enhance the GUI, this aspect is left for future work. 

 

In the finance industry, adhering to regulatory and ethical standards is of utmost importance when 

applying AI systems, particularly in credit decision-making [27]. A recent survey [3] reviewed 136 

papers on ML applications for credit risk evaluation, focusing on credit scoring, prediction of non-

performing assets, and fraud detection. Support vector machines, neural networks, and ensemble 

methods were the most commonly employed ML techniques. However, only one early work on 

explainability [28] was cited. Another study examined 76 research papers on statistical and ML 

approaches to credit scoring, revealing that ensembles and neural networks outperformed traditional 

logistic regression. Nevertheless, a significant limitation was 

the inability of certain ML models to explain their predictions [29]. 
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Current research on credit decisioning tasks involving explainable ML primarily revolves around 

assessing variable importance (e.g., [30–32]). Instead of employing complex ML algorithms to 

enhance accuracy in credit risk prediction and then applying explainability techniques, a contrasting 

approach was investigated in [33]. This approach utilized a linear method like logistic regression, 

which allows for assessing the impact of each variable on the output within current regulatory 

requirements. However, it required manual engineering of complex features to achieve accuracies 

comparable to more sophisticated algorithms. Nonetheless, this reliance on human feature 

engineering may pose scalability challenges, particularly when utilizing alternative data sources [34]. 

The approach we propose in this paper differs from previous work on explainable AI. Prior work in 

XAI primarily focuses on providing explanations for an existing machine learning model. In contrast, 

our proposal involves integrating additional knowledge in the form of rules to rectify errors in an 

existing model. These data-driven rules are inherently understandable to domain experts. However, 

it should be noted that only the newly added knowledge is intrinsically explainable, and additional 

explainability techniques would be required for the machine learning component of the model that 

performs well on the training data. In our research, we have not needed to employ such techniques as 

our main focus has been to demonstrate that human knowledge can be easily incorporated into a 

machine learning model. This additional human knowledge not only improves the overall system's 

performance but also explicitly This additional human knowledge not only improves the overall 

system's performance but also explicitly addresses issues of fairness and other concerns that a human 

user may identify in the output of an ML-based system. 

1.2. Methodology 

In credit risk assessment, binary prediction alone is insufficient because what is required is a model 

score that represents the Probability of Default (PD). To leverage machine learning, it is necessary to 

train a model with a numeric output, specifically a regression-type model. In this paper, we utilized 

XGBoost [35], a popular algorithm that trains an ensemble of regression trees using gradient boosting 

[36]. Although XGBoost is extensively used, this paper does not provide any argument about its 

applicability to credit assessment. Instead, it serves as an illustration of how a machine learning 

method can be enhanced by incorporating domain knowledge from human experts. 

 
Figure1: Framework to build ML500 and responsible knowledgebase RDR500 

We have developed a novel implementation of Rule-Based Decision (RDR) based on the structure of 

the code released in [6], which is freely available. Our implementation includes a new graphical user 

interface (GUI) specifically designed for the credit risk assessment domain. This GUI allows domain 

experts to efficiently view data, add rules, and evaluate their impact. To construct a rule that covers 

a misclassified ML training case, we incrementally add conditions until the evolving rule accurately 

classifies all cases that the ML knowledge base misclassified. The selection of features to be added 

as rule conditions is determined by the domain expert's expertise. Our RDR implementation is 

designed to seamlessly integrate with other components, resembling a data and decisioning pipeline 

commonly used in the finance industry. This implementation was utilized in all the experiments 

presented in this paper. 

To determine the cutoff point for binary prediction, the problem should be approached as a binary 
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prediction task. This means that there are four possible outcomes based on the labeled data. To ensure 

consistency with real-world applications, a realistic cost structure is adopted, although other cost 

structures are also possible. In this case, the following cost assignments were used: 

 A prediction of default results in no loan being granted, resulting in zero costs or profits. 

 Predictions of loans being repaid have non-zero values assigned. A "good" loan (repaid) is assigned 

a profit value of $300, while a "bad" loan (default) is assigned a cost of $1,000. 

With these cost assignments, the cutoff point is determined as follows using the training data 

consisting of n cases (n = 500): 

1. The predicted scores and actual binary outcomes are extracted into a table with two columns and n 

rows. 

2. This table is sorted in descending order based on the predicted scores. 

3. n-1 cutoff points are calculated, where the ith cutoff is the mean of the ith and (i + 1)th scores. 

4. The cutoff points are used to convert the scores into binary predictions. If a score is greater than 

the cutoff, the prediction is 1; otherwise, it is 0. 

5. Predictions are made for each of the n cases using each cutoff point and compared to the actual 

outcomes. 

6. For each cutoff point, the total monetary value is calculated as the sum of (TN × 300) - (FN × 

1000), where TN represents the number of true negatives (cases predicted to be repaid and actually 

repaid) and FN represents the number of false negatives (cases predicted to be repaid but actually 

defaulted). 

7. The selected cutoff point is the one that maximizes the monetary value. 

The optimal cutoff point determined by this method is used to convert the scores obtained from the 

machine learning model into the binary outcomes used in the decision-making strategy for all 

experiments. 

 
Figure 2: Testing Framework 

 
Figure 3: Performance Evaluation Framework 

 

2. RESULTS AND DISCUSSION 

To evaluate the performance of ML500 and ML5000, we selected 10,000 stratified random samples 

from credit card and debt consolidation data specifically from the year 2018. These samples were 

used to construct a test dataset. In addition, we augmented each machine learning model with 

RDR500 to assess the effectiveness of RDR500, which is a knowledge base acquired using only the 

error cases from the machine learning process with 500 training cases. 

The testing framework for ML500 + RDR500 is illustrated in Figure 2. In these experiments, the 
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conclusion reached by the machine learning model for a particular case was accepted, unless an RDR 

rule fired and overrode the machine learning conclusion. In such cases, the conclusion provided by 

RDR was accepted. The same comparison and evaluation were conducted for ML5000 and ML5000 

enhanced with RDR500. The four experiments conducted are depicted in Figure 3. 

 
Figure 4: Output 

The results indicate that the RDR rules acquired based on past experience with risk assessment relax 

the approval requirements in a way that ultimately increases overall profit. When developing the ML 

model, the cutoff between good and bad loans was determined based on a loss of -$1000 for a bad 

loan and a profit of $300 from a good loan. We also experimented with other values that altered the 

cutoff threshold, but the overall outcome remained consistent: augmenting ML500 with RDR500 

increased profit. It is important to note that adjusting the unit benefit for good loans or the unit cost 

for bad loans will impact overall profit. However, this impact will affect both ML500 and ML500 + 

RDR500. Our results clearly demonstrate an improvement in the number of good loans versus bad 

loans for ML500 + RDR500 compared to ML500, supporting our claim that the technique is valuable. 

The relative cost of good loans versus bad loans is a business decision that determines the usefulness 

of predictive models in practical applications. For instance, increasing the profit to $400 while 

maintaining a cost of -$1000 leads to an overall profit improvement of 9.63%. Similarly, keeping the 

profit at $300 and increasing the cost to -$1100 results in a profit improvement of 10.93%. In this 

paper, we have presented indicative costs based on typical real-world experience, and slight variations 

that are reasonable in business applications have also demonstrated profit improvement, showcasing 

the robustness of the approach. It is worth noting that larger variations in relative costs will either 

increase or decrease the overall profit, and this aspect could be further explored in future work. 

results rather than a repetition of the Results. The Discussion should be an interpretation of the results 

rather than a repetition of the Results. The Discussion should be an interpretation of the results rather 

than a repetition of the Results. 

 

CONCLUSION 

One of the most significant challenges in today's financial technology (fintech) landscape, with the 

increasing use of AI (ML), is to ensure that lending criteria are ethically sound and align with 

regulatory requirements. The experimental results presented in this paper demonstrate that it is 

possible to effectively incorporate credit risk assessment insights from human experts to augment 

machine learning models and enhance their performance, which can include rectifying unfair 

decisions. While this study does not directly address unfair decisions, it showcases the potential to 

capture and leverage human insights to prevent or correct unethical lending practices by machine 

learning models, thereby ensuring better adherence to guidelines. 

In this study, ML models were constructed using XGBoost. In future research, our approach will be 
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evaluated with other machine learning methods and training data, particularly simulated training data. 

The aim of these further studies is not to prove that the approach will work with other methods or 

data, as it is inherently expected, but rather to explore how its performance relates to the size of the 

training dataset and the presence of anomalous patterns in the data, as opposed to merely rare patterns. 

By incorporating simulated data, we can introduce varying numbers of rare patterns into the training 

data. It is anticipated that including more rare patterns may potentially degrade the performance of 

the machine learning model, while simultaneously enhancing the overall performance improvement 

achieved by adding RDR rules. Moreover, we will evaluate different proportions of purely anomalous 

data versus data that represents rare, but genuine patterns. The machine learning model may attempt 

to learn from anomalous data if its methods for avoiding overfitting do not effectively work, whereas 

an expert should be able to recognize that the data instance does not make sense. 

Additionally, we will explore the construction of models using RDR without relying on machine 

learning. Although this will require more effort from the domain expert, it may facilitate the 

development of more ethically sound models. This is because the model captures and expresses an 

expert's intuitions and knowledge, which are presumably more consistent with ethical lending 

practices and guidelines than the knowledge derived solely from the essential statistical analysis of 

data upon which machine learning relies. 
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