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Abstract 
With the rapid development of e-commerce, a huge amount of trade data has been generated, which 
may be used by criminals for fraudulent transactions. In actual application, not all of the funds steal 
incidents can be found by the anomaly detection system i
sensitive enough. A large amount of capital was taken by offenders every year, this makes a bad 
effect on the whole society. Thus, it becomes important to identify such fraudulent transactions in 
the massive commerce data. The advance of science and technology brings about the increase of 
data volume, as well as reveal the new application of machine learning, which provides researchers 
a way to detect vulnerability. Machine learning methods are widely used in the field o
fraud detection, but the imbalance between different categories poses an obstacle in the learning 
tasks. To alleviate this kind of issue, in this paper a model based on frequency domain 
characteristics be proposed, which is combined with a ge
augment minority class. In contrast to the traditional adversarial network, which only generates 
adversarial samples from the training data itself, this approach uses the frequency domain amplitude 
features of the data to generate diverse training data that matches the trend of data changes. 
Experimental results demonstrate classification performance is considerably improved and that 
over-fitting is alleviated when applying to multiple original datasets. Moreover, outpe
existing state-of the-art approaches. 
Keywords: credit, card, GAN, ML 
 
Introduction 
As an efficient and accurate means of data analysis, machine learning is widely used in the financial 
field for data analysis [1]–[6], especially to estimate the possibility of fraudulent
banking systems around the world. When the financial institutions make loan decisions, the main 
reference to analysis data comes from historical transactions, user personal credit evaluation, and 
market risk assessments. At the same time, 
considered as the second classification or scoring results [1], [2]. With such kind of data analysis 
methods, a very important problem emerges. Though the machine learning classification methods 
offer excellent classification, sometimes the dataset itself has defects that prevent the algorithm to 
work efficiently. In a large amount of transaction data, most records are legal, while a small amount 
of illegal or untrusted data is there with higher ob
the sample, we attempted to find other dimensional features of the data, which are rarely used in 
data augmentation, such as time dimension, frequency dimension, etc. However, the experimental 
model found that the time dimension could not represent the current transaction information very 
well. On the contrary, researchers have discovered the obvious characteristics of credit card data in 
the frequency domain [7] and have shown significant differences betwe
samples of the amplitude of the spectrum. We make an attempt to reasonably use this difference and 
explain how it can help in data classification. Thus we propose that data can be transformed into the 
frequency domain by using each transaction as an equal interval sampling. Most of the data 
abnormality can be eliminated by data cleaning, it can be transformed into a perfect form, and then 
used in machine learning feature extraction [8]. However, in this approach, the impact of 
insufficient sample becomes more prominent. This problem is defined as a sample imbalance 
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commerce, a huge amount of trade data has been generated, which 
may be used by criminals for fraudulent transactions. In actual application, not all of the funds steal 
incidents can be found by the anomaly detection system in the bank because the system is not 
sensitive enough. A large amount of capital was taken by offenders every year, this makes a bad 
effect on the whole society. Thus, it becomes important to identify such fraudulent transactions in 

ta. The advance of science and technology brings about the increase of 
data volume, as well as reveal the new application of machine learning, which provides researchers 
a way to detect vulnerability. Machine learning methods are widely used in the field o
fraud detection, but the imbalance between different categories poses an obstacle in the learning 
tasks. To alleviate this kind of issue, in this paper a model based on frequency domain 
characteristics be proposed, which is combined with a generative adversarial network (GAN) to 
augment minority class. In contrast to the traditional adversarial network, which only generates 
adversarial samples from the training data itself, this approach uses the frequency domain amplitude 

to generate diverse training data that matches the trend of data changes. 
Experimental results demonstrate classification performance is considerably improved and that 

fitting is alleviated when applying to multiple original datasets. Moreover, outpe
 
 

As an efficient and accurate means of data analysis, machine learning is widely used in the financial 
[6], especially to estimate the possibility of fraudulent

banking systems around the world. When the financial institutions make loan decisions, the main 
reference to analysis data comes from historical transactions, user personal credit evaluation, and 
market risk assessments. At the same time, through data processing, the final basis of the decision is 
considered as the second classification or scoring results [1], [2]. With such kind of data analysis 
methods, a very important problem emerges. Though the machine learning classification methods 

ffer excellent classification, sometimes the dataset itself has defects that prevent the algorithm to 
work efficiently. In a large amount of transaction data, most records are legal, while a small amount 
of illegal or untrusted data is there with higher observation values. In order to solve the defects of 
the sample, we attempted to find other dimensional features of the data, which are rarely used in 
data augmentation, such as time dimension, frequency dimension, etc. However, the experimental 

that the time dimension could not represent the current transaction information very 
well. On the contrary, researchers have discovered the obvious characteristics of credit card data in 
the frequency domain [7] and have shown significant differences between the positive and negative 
samples of the amplitude of the spectrum. We make an attempt to reasonably use this difference and 
explain how it can help in data classification. Thus we propose that data can be transformed into the 

each transaction as an equal interval sampling. Most of the data 
abnormality can be eliminated by data cleaning, it can be transformed into a perfect form, and then 
used in machine learning feature extraction [8]. However, in this approach, the impact of 
nsufficient sample becomes more prominent. This problem is defined as a sample imbalance 
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commerce, a huge amount of trade data has been generated, which 
may be used by criminals for fraudulent transactions. In actual application, not all of the funds steal 

n the bank because the system is not 
sensitive enough. A large amount of capital was taken by offenders every year, this makes a bad 
effect on the whole society. Thus, it becomes important to identify such fraudulent transactions in 

ta. The advance of science and technology brings about the increase of 
data volume, as well as reveal the new application of machine learning, which provides researchers 
a way to detect vulnerability. Machine learning methods are widely used in the field of credit card 
fraud detection, but the imbalance between different categories poses an obstacle in the learning 
tasks. To alleviate this kind of issue, in this paper a model based on frequency domain 

nerative adversarial network (GAN) to 
augment minority class. In contrast to the traditional adversarial network, which only generates 
adversarial samples from the training data itself, this approach uses the frequency domain amplitude 

to generate diverse training data that matches the trend of data changes. 
Experimental results demonstrate classification performance is considerably improved and that 

fitting is alleviated when applying to multiple original datasets. Moreover, outperform other 

As an efficient and accurate means of data analysis, machine learning is widely used in the financial 
[6], especially to estimate the possibility of fraudulent credit loans in 

banking systems around the world. When the financial institutions make loan decisions, the main 
reference to analysis data comes from historical transactions, user personal credit evaluation, and 

through data processing, the final basis of the decision is 
considered as the second classification or scoring results [1], [2]. With such kind of data analysis 
methods, a very important problem emerges. Though the machine learning classification methods 

ffer excellent classification, sometimes the dataset itself has defects that prevent the algorithm to 
work efficiently. In a large amount of transaction data, most records are legal, while a small amount 

servation values. In order to solve the defects of 
the sample, we attempted to find other dimensional features of the data, which are rarely used in 
data augmentation, such as time dimension, frequency dimension, etc. However, the experimental 

that the time dimension could not represent the current transaction information very 
well. On the contrary, researchers have discovered the obvious characteristics of credit card data in 

en the positive and negative 
samples of the amplitude of the spectrum. We make an attempt to reasonably use this difference and 
explain how it can help in data classification. Thus we propose that data can be transformed into the 

each transaction as an equal interval sampling. Most of the data 
abnormality can be eliminated by data cleaning, it can be transformed into a perfect form, and then 
used in machine learning feature extraction [8]. However, in this approach, the impact of 
nsufficient sample becomes more prominent. This problem is defined as a sample imbalance 
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problem. Generally, for such a problem, the optimization direction can be divided into data 
augmentation and model optimization. The optimization approach proposed in 
on data augmentation discrete Fourier transform (DFT) [9], which is used in the process of 
generating samples. We used fast Fourier transform (FFT) to transform data into the frequency 
domain and extract the features of the frequency do
negative samples have obvious stratification. In order to augment this feature, we used Wasserstein 
generative adversarial network (WGAN) [10] to generate diverse training dataset by fitting the 
spectral amplitude. Then with inverse Fourier transform, we obtained training dataset with 
augmented features, at the same time all operations are considered only for the minority class. For 
the sake of simplicity, hereinafter, we refer to our proposed approach as the 
adversarial augmentation (FDAA). The proposed method is capable of solving the problem of credit 
card fraud data. At first, we considered a European real
classifiers, where corresponding indicators
augmentation methods. Further, two more public credit card datasets with relatively best classifiers 
were used, which also yielded good results. It was found that the model has some level of 
universality. The results of this approach are analysed theoretically and the principles are 
summarized. 
 
Literature Survey 
A boosted decision tree approach using Bayesian hyper
scoring 
AUTHORS:  Y. Xia, C. Liu, Y. Li, and N. Liu
ABSTRACT: Credit scoring is an effective tool for banks to properly guide decision profitably on 
granting loans. Ensemble methods, which according to their structures can be divided into parallel 
and sequential ensembles, have been recently developed in th
methods have proven their superiority in discriminating borrowers accurately. However, among the 
ensemble models, little consideration has been provided to the following: (1) highlighting the 
hyper-parameter tuning of base learner despite being critical to well
(2) building sequential models (i.e., boosting, as most have focused on developing the same or 
different algorithms in parallel); and (3) focusing on the comprehensibility of models. This pape
aims to propose a sequential ensemble credit scoring model based on a variant of gradient boosting 
machine (i.e., extreme gradient boosting (XGBoost)). The model mainly comprises three steps. 
First, data pre-processing is employed to scale the data and h
based feature selection system based on the relative feature importance scores is utilized to remove 
redundant variables. Third, the hyper
hyper-parameter optimization and used to train the model with selected feature subset. Several 
hyper-parameter optimization methods and baseline classifiers are considered as reference points in 
the experiment. Results demonstrate that Bayesian hyper
than random search, grid search, and manual search. Moreover, the proposed model outperforms 
baseline models on average over four evaluation measures: accuracy, error rate, the area under the 
curve (AUC) H measure (AUC-H measure), and Brier sco
feature importance scores and decision chart, which enhance the interpretability of credit scoring 
model. 
Credit Card Fraud Detection Using AdaBoost and Majority Voting
 AUTHORS: K. Randhawa, C. K. Loo, M. Seera, C.
ABSTRACT: 
Credit card fraud is a serious problem in financial services. Billions of dollars are lost due to credit 
card fraud every year. There is a lack of research studies on analyzing real
owing to confidentiality issues. In this paper, machine learning algorithms are used to detect credit 
card fraud. Standard models are first used. Then, hybrid methods which use AdaBoost and majority 
voting methods are applied. To evaluate the model efficacy, a publicly av
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problem. Generally, for such a problem, the optimization direction can be divided into data 
augmentation and model optimization. The optimization approach proposed in this paper is based 
on data augmentation discrete Fourier transform (DFT) [9], which is used in the process of 
generating samples. We used fast Fourier transform (FFT) to transform data into the frequency 
domain and extract the features of the frequency domain because the amplitudes of the positive and 
negative samples have obvious stratification. In order to augment this feature, we used Wasserstein 
generative adversarial network (WGAN) [10] to generate diverse training dataset by fitting the 

itude. Then with inverse Fourier transform, we obtained training dataset with 
augmented features, at the same time all operations are considered only for the minority class. For 
the sake of simplicity, hereinafter, we refer to our proposed approach as the frequency domain 
adversarial augmentation (FDAA). The proposed method is capable of solving the problem of credit 
card fraud data. At first, we considered a European real-world credit card dataset using different 
classifiers, where corresponding indicators were improved and compared with other data 
augmentation methods. Further, two more public credit card datasets with relatively best classifiers 
were used, which also yielded good results. It was found that the model has some level of 

ults of this approach are analysed theoretically and the principles are 

A boosted decision tree approach using Bayesian hyper-parameter optimization for credit 

:  Y. Xia, C. Liu, Y. Li, and N. Liu 
Credit scoring is an effective tool for banks to properly guide decision profitably on 

granting loans. Ensemble methods, which according to their structures can be divided into parallel 
and sequential ensembles, have been recently developed in the credit scoring domain. These 
methods have proven their superiority in discriminating borrowers accurately. However, among the 
ensemble models, little consideration has been provided to the following: (1) highlighting the 

arner despite being critical to well-performed ensemble models; 
(2) building sequential models (i.e., boosting, as most have focused on developing the same or 
different algorithms in parallel); and (3) focusing on the comprehensibility of models. This pape
aims to propose a sequential ensemble credit scoring model based on a variant of gradient boosting 
machine (i.e., extreme gradient boosting (XGBoost)). The model mainly comprises three steps. 

processing is employed to scale the data and handle missing values. Second, a model
based feature selection system based on the relative feature importance scores is utilized to remove 
redundant variables. Third, the hyper-parameters of XGBoost are adaptively tuned with Bayesian 

zation and used to train the model with selected feature subset. Several 
parameter optimization methods and baseline classifiers are considered as reference points in 

the experiment. Results demonstrate that Bayesian hyper-parameter optimization perf
than random search, grid search, and manual search. Moreover, the proposed model outperforms 
baseline models on average over four evaluation measures: accuracy, error rate, the area under the 

H measure), and Brier score. The proposed model also provides 
feature importance scores and decision chart, which enhance the interpretability of credit scoring 

Credit Card Fraud Detection Using AdaBoost and Majority Voting 
K. Randhawa, C. K. Loo, M. Seera, C. P. Lim, and A. K. Nandi 

Credit card fraud is a serious problem in financial services. Billions of dollars are lost due to credit 
card fraud every year. There is a lack of research studies on analyzing real-world credit card data 

ntiality issues. In this paper, machine learning algorithms are used to detect credit 
card fraud. Standard models are first used. Then, hybrid methods which use AdaBoost and majority 
voting methods are applied. To evaluate the model efficacy, a publicly available credit card data set 
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on data augmentation discrete Fourier transform (DFT) [9], which is used in the process of 
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main because the amplitudes of the positive and 
negative samples have obvious stratification. In order to augment this feature, we used Wasserstein 
generative adversarial network (WGAN) [10] to generate diverse training dataset by fitting the 

itude. Then with inverse Fourier transform, we obtained training dataset with 
augmented features, at the same time all operations are considered only for the minority class. For 

frequency domain 
adversarial augmentation (FDAA). The proposed method is capable of solving the problem of credit 

world credit card dataset using different 
were improved and compared with other data 

augmentation methods. Further, two more public credit card datasets with relatively best classifiers 
were used, which also yielded good results. It was found that the model has some level of 

ults of this approach are analysed theoretically and the principles are 

parameter optimization for credit 

Credit scoring is an effective tool for banks to properly guide decision profitably on 
granting loans. Ensemble methods, which according to their structures can be divided into parallel 

e credit scoring domain. These 
methods have proven their superiority in discriminating borrowers accurately. However, among the 
ensemble models, little consideration has been provided to the following: (1) highlighting the 

performed ensemble models; 
(2) building sequential models (i.e., boosting, as most have focused on developing the same or 
different algorithms in parallel); and (3) focusing on the comprehensibility of models. This paper 
aims to propose a sequential ensemble credit scoring model based on a variant of gradient boosting 
machine (i.e., extreme gradient boosting (XGBoost)). The model mainly comprises three steps. 

andle missing values. Second, a model-
based feature selection system based on the relative feature importance scores is utilized to remove 

parameters of XGBoost are adaptively tuned with Bayesian 
zation and used to train the model with selected feature subset. Several 

parameter optimization methods and baseline classifiers are considered as reference points in 
parameter optimization performs better 

than random search, grid search, and manual search. Moreover, the proposed model outperforms 
baseline models on average over four evaluation measures: accuracy, error rate, the area under the 

re. The proposed model also provides 
feature importance scores and decision chart, which enhance the interpretability of credit scoring 
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world credit card data 

ntiality issues. In this paper, machine learning algorithms are used to detect credit 
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is used. Then, a real-world credit card data set from a financial institution is analyzed. In addition, 
noise is added to the data samples to further assess the robustness of the algorithms. The 
experimental results positively indicate that the majority voting method achieves good accuracy 
rates in detecting fraud cases in credit cards.
Detecting financial restatements using data mining techniques
AUTHORS:  I. Dutta, S. Dutta, and B. Raahemi
ABSTRACT: Both intentional and unintentional restatements may destroy shareholders 
value.Financial restatements (intentional/unintentional) detection models are 
developed.Performance of all widely used data mining techniques are compared.A reduced set of 
significant attributes are identified for predicting restatements.Class imbalance and cost imbalance 
issues are addressed. Financial restatements have been a major concern for the regulators, investors 
and market participants. Most of the previous studies focus only 
restatements and the literature has largely ignored unintentional restatements. Earlier studies have 
shown that large scale unintentional restatements can be equally detrimental and may erode 
investors confidence. Therefore it is important for us to pay a close to the significant unintentional 
restatements as well. A lack of focus on unintentional restatements could lead to a more relaxed 
internal control environment and lessen the efforts for curbing managerial oversights and
of misreporting. In order to address this research gap, we focus on developing predictive models 
based on both intentional (fraudulent) and unintentional (erroneous) financial restatements using a 
comprehensive real dataset that includes 3,513 r
the best of our knowledge it is the most comprehensive dataset used in the financial restatement 
predictive models. Our study also makes contributions to the datamining literature by (i) focussing 
on various datamining techniques and presenting a comparative analysis, (ii) ensuring the 
robustness of various predictive models over different time periods. We have employed all widely 
used data mining techniques in this area, namely, Decision Tree (DT), Artific
(ANN), Nave Bayes (NB), Support Vector Machine (SVM), and Bayesian Belief Network (BBN) 
Classifier while developing the predictive models. We find that ANN outperforms other data 
mining algorithms in our empirical setup in terms of accur
worth noting that our models remain consistent over the full sample period (2001
financial-crisis period (2001-2008), and post
study will benefit academics, regulators, policymakers and investors. In particular, regulators and 
policymakers can pay a close attention to the suspected firms and investors can take actions in 
advance to reduce their investment risks. The results can also help improving expert 
systems by providing more insights on both intentional and unintentional financial restatements.
Some Experimental Issues in Financial Fraud Mining
AUTHORS:  J. West and M. Bhattacharya
ABSTRACT: Financial fraud detection is an important problem with a number of design aspects to 
consider. Issues such as problem representation, choice of detection technique, feature selection, 
and performance analysis will all affect the perceived ability of soluti
researchers to be able to sufficiently detect financial fraud it is necessary that these issues be 
thoroughly explored. In this paper we will analyse some of the relevant experimental issues of fraud 
detection with a focus on credit card fraud. Observations will be made on issues that have been 
explored by prior researchers for general data mining problems but not yet thoroughly explored in 
the context of financial fraud detection, including problem representation, feature selection
performance metrics. We further investigated some of these issues with controlled simulations, 
concentrating on detection algorithms, feature selection, and performance metrics for credit card 
fraud. 
Stock market prediction and Portfolio selecti
AUTHORS: A. M. Rather, V. N. Sastry, and A. Agarwal
ABSTRACT: Stock data is known to be chaotic in nature and it is a challenging task to predict the 
non-linear patterns of such data. Forming an optimal portfolio of 
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world credit card data set from a financial institution is analyzed. In addition, 
noise is added to the data samples to further assess the robustness of the algorithms. The 

indicate that the majority voting method achieves good accuracy 
rates in detecting fraud cases in credit cards. 
Detecting financial restatements using data mining techniques 

I. Dutta, S. Dutta, and B. Raahemi 
Both intentional and unintentional restatements may destroy shareholders 

value.Financial restatements (intentional/unintentional) detection models are 
developed.Performance of all widely used data mining techniques are compared.A reduced set of 

attributes are identified for predicting restatements.Class imbalance and cost imbalance 
issues are addressed. Financial restatements have been a major concern for the regulators, investors 
and market participants. Most of the previous studies focus only on fraudulent (or intentional) 
restatements and the literature has largely ignored unintentional restatements. Earlier studies have 
shown that large scale unintentional restatements can be equally detrimental and may erode 

t is important for us to pay a close to the significant unintentional 
restatements as well. A lack of focus on unintentional restatements could lead to a more relaxed 
internal control environment and lessen the efforts for curbing managerial oversights and
of misreporting. In order to address this research gap, we focus on developing predictive models 
based on both intentional (fraudulent) and unintentional (erroneous) financial restatements using a 
comprehensive real dataset that includes 3,513 restatement cases over a period of 2001 to 2014. To 
the best of our knowledge it is the most comprehensive dataset used in the financial restatement 
predictive models. Our study also makes contributions to the datamining literature by (i) focussing 

us datamining techniques and presenting a comparative analysis, (ii) ensuring the 
robustness of various predictive models over different time periods. We have employed all widely 
used data mining techniques in this area, namely, Decision Tree (DT), Artificial Neural Network 
(ANN), Nave Bayes (NB), Support Vector Machine (SVM), and Bayesian Belief Network (BBN) 
Classifier while developing the predictive models. We find that ANN outperforms other data 
mining algorithms in our empirical setup in terms of accuracy and area under the ROC curve. It is 
worth noting that our models remain consistent over the full sample period (2001

2008), and post-financial-crisis period (2009-2014). We believe this 
ics, regulators, policymakers and investors. In particular, regulators and 

policymakers can pay a close attention to the suspected firms and investors can take actions in 
advance to reduce their investment risks. The results can also help improving expert 
systems by providing more insights on both intentional and unintentional financial restatements.
Some Experimental Issues in Financial Fraud Mining 

J. West and M. Bhattacharya 
Financial fraud detection is an important problem with a number of design aspects to 

consider. Issues such as problem representation, choice of detection technique, feature selection, 
and performance analysis will all affect the perceived ability of solutions, so for auditors and 
researchers to be able to sufficiently detect financial fraud it is necessary that these issues be 
thoroughly explored. In this paper we will analyse some of the relevant experimental issues of fraud 

t card fraud. Observations will be made on issues that have been 
explored by prior researchers for general data mining problems but not yet thoroughly explored in 
the context of financial fraud detection, including problem representation, feature selection
performance metrics. We further investigated some of these issues with controlled simulations, 
concentrating on detection algorithms, feature selection, and performance metrics for credit card 

Stock market prediction and Portfolio selection models: A survey 
: A. M. Rather, V. N. Sastry, and A. Agarwal 

Stock data is known to be chaotic in nature and it is a challenging task to predict the 
linear patterns of such data. Forming an optimal portfolio of stocks is yet another challenging 
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world credit card data set from a financial institution is analyzed. In addition, 
noise is added to the data samples to further assess the robustness of the algorithms. The 

indicate that the majority voting method achieves good accuracy 

Both intentional and unintentional restatements may destroy shareholders 
value.Financial restatements (intentional/unintentional) detection models are 
developed.Performance of all widely used data mining techniques are compared.A reduced set of 

attributes are identified for predicting restatements.Class imbalance and cost imbalance 
issues are addressed. Financial restatements have been a major concern for the regulators, investors 

on fraudulent (or intentional) 
restatements and the literature has largely ignored unintentional restatements. Earlier studies have 
shown that large scale unintentional restatements can be equally detrimental and may erode 

t is important for us to pay a close to the significant unintentional 
restatements as well. A lack of focus on unintentional restatements could lead to a more relaxed 
internal control environment and lessen the efforts for curbing managerial oversights and instances 
of misreporting. In order to address this research gap, we focus on developing predictive models 
based on both intentional (fraudulent) and unintentional (erroneous) financial restatements using a 

estatement cases over a period of 2001 to 2014. To 
the best of our knowledge it is the most comprehensive dataset used in the financial restatement 
predictive models. Our study also makes contributions to the datamining literature by (i) focussing 

us datamining techniques and presenting a comparative analysis, (ii) ensuring the 
robustness of various predictive models over different time periods. We have employed all widely 

ial Neural Network 
(ANN), Nave Bayes (NB), Support Vector Machine (SVM), and Bayesian Belief Network (BBN) 
Classifier while developing the predictive models. We find that ANN outperforms other data 

acy and area under the ROC curve. It is 
worth noting that our models remain consistent over the full sample period (2001-2014), pre-

2014). We believe this 
ics, regulators, policymakers and investors. In particular, regulators and 

policymakers can pay a close attention to the suspected firms and investors can take actions in 
advance to reduce their investment risks. The results can also help improving expert and intelligent 
systems by providing more insights on both intentional and unintentional financial restatements. 

Financial fraud detection is an important problem with a number of design aspects to 
consider. Issues such as problem representation, choice of detection technique, feature selection, 

ons, so for auditors and 
researchers to be able to sufficiently detect financial fraud it is necessary that these issues be 
thoroughly explored. In this paper we will analyse some of the relevant experimental issues of fraud 

t card fraud. Observations will be made on issues that have been 
explored by prior researchers for general data mining problems but not yet thoroughly explored in 
the context of financial fraud detection, including problem representation, feature selection, and 
performance metrics. We further investigated some of these issues with controlled simulations, 
concentrating on detection algorithms, feature selection, and performance metrics for credit card 

Stock data is known to be chaotic in nature and it is a challenging task to predict the 
stocks is yet another challenging 



International Journal of Engineering Technology and Management Science  
Website: ijetms.in Issue: 2 Volume No.9 March  

DOI:10.46647/ijetms.2025.v09i02.0 

task and limitations do exist in every portfolio model in some form or the other. In order to resolve 
such problems, many artificial intelligence models have appeared in literature which are also known 
as intelligent models. Prediction of stocks as well as investing in appropriate stocks has remained in 
focus among investors, industrialists as well as among academicians. This paper surveys important 
published articles in the related area available in literature. This survey
mathematical models available in articles which have appeared decades back till artificial 
intelligence based models available in recent articles.
 
Existing System 
In actual application, not all of the funds steal incidents can be found by the anomaly detection 
system in the bank because the system is not sensitive enough. A large amount of capital was taken 
by offenders every year, this makes a bad effect on the who
identify such fraudulent transactions in the massive commerce data. 
Disadvantages: 
1.In actual application, not all of the funds steal incidents can be found by the anomaly detection 
system in the bank because the system is not sensitive enough.
2. it becomes important to identify such fraudulent transactions in the massive commerce d
 
Proposed System 
we propose a new unbalanced data augmentation method based on the transformation with 
frequency domain and generative model to obtain a high quality of data augmentation. Moreover, 
by performing targeted augmentation on the categori
obtains a model with higher classification AUC and F1
The experimental results on multiple credit card datasets show that our method is effective and can 
improve the performance of many common machine learning classification models. The constraint 
of frequency domain to adversarial network helps in data generation a lot. By generating more 
training data, the performance of the classifier can be improved for ensurin
diversity.  
Advantages: 
1.It is combined with a generative adversarial network (GAN) to augment minority class.
2. Experimental results demonstrate classification performance is considerably improved and that 
over-fitting is alleviated when applying to multiple original datasets.
 
Results 
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task and limitations do exist in every portfolio model in some form or the other. In order to resolve 
such problems, many artificial intelligence models have appeared in literature which are also known 

s. Prediction of stocks as well as investing in appropriate stocks has remained in 
focus among investors, industrialists as well as among academicians. This paper surveys important 
published articles in the related area available in literature. This survey highlights traditional 
mathematical models available in articles which have appeared decades back till artificial 
intelligence based models available in recent articles. 

In actual application, not all of the funds steal incidents can be found by the anomaly detection 
system in the bank because the system is not sensitive enough. A large amount of capital was taken 
by offenders every year, this makes a bad effect on the whole society. Thus, it becomes important to 
identify such fraudulent transactions in the massive commerce data.  
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In this paper, we propose a new unbalanced data augmentation method based on the transformation 
with frequency domain and generative model to obtain a high quality of data augmentation. 
Moreover, by performing targeted augmentation on the categories of sam
the training obtains a model with higher classification AUC and F1
mitigated. The experimental results on multiple credit card datasets show that our method is 
effective and can improve the perfo
models. The constraint of frequency domain to adversarial network helps in data generation a lot. 
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By generating more training data, the performance of the classifier can be improved for ensuring 
speed and sample diversity. For the European credit card benchmark dataset, the AUC of the 
classifier trained by the training set augmented by our method increased by 5.66% and the F1
increased by 10.89%, this was better than other methods. 
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