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Abstract
Explainable AI (XAI) is a methodology that complements the black box of artificial intelligence,
and its necessity has recently been highlighted in various fields. The purpose of this research is to
identify studies in the field of pharmacovigilance using XAI. Though there have been many
previous attempts to select papers, with a total of 781 papers being confirmed, only 25 of them
manually met the selection criteria. This study presents an intuitive review of the potential of XAI
technologies in the field of pharmacovigilance. In the included studies, clinical data, registry data,
and knowledge data were used to investigate drug treatment, side effects, and interaction studies
based on tree models, neural network models, and graph models. Finally, key challenges for several
research issues for the use of XAI in pharmacovigilance were identified. Although artificial
intelligence (AI) is actively used in drug surveillance and patient safety, gathering adverse drug
reaction information, extracting drug-drug interactions, and predicting effects, XAI is not normally
utilized. Therefore, the potential challenges involved in its use alongside future prospects should be
continuously discussed.

Introduction
The World Health Organization defines pharma covigilance (PV) as the science and activities
related to the detection, assessment, understanding, and prevention of adverse effects or other drug-
related problems [1].
Recent artificial intelligence-based technologies can be an efficient complement to traditional PV
methods, which can be costly and time-consuming and can result in adverse drug reactions (ADRs)
that go unreported to healthcare professionals.
Artificial intelligence (AI) can improve PV, but its use in PV is still in the early stages of research.
Various machine learning (ML) techniques, together with natural language . processing and data
mining, can be applied to electronic health records, claims databases and social media data to
improve the characterization of known drug side effects and reactions, and to detect new signals [2],
[3].
AI-based technologies have been criticized for their inexplicable algorithms, despite their high
predictive power. In critical decision areas such as healthcare, the reasoning behind a decision is as
important as the decision itself, which is why there is growing interest in and research and
development around Explainable Artificial Intelligence (XAI).
XAI was developed to improve the transparency of AI systems and generate explanations for them,
and seeks to increase trust and understanding by assessing the strengths and limitations of existing
models [4], [5], [6]. Approaches that extract information from a model’s decision-making process,
such as post-hoc explanations, can provide useful information for practitioners and users interested
in case by- case explanations rather than the internal workings of a model [7].
XAI increases the explain ability and transparency of AI algorithms by making it possible to
interpret the variables that influence decisions, complex internal features, and learned decision paths
within a decision process [8], [9]. I.R. Ward et al. successfully quantified the importance of features



International Journal of Engineering Technology and Management Science
Website: ijetms.in Issue: 2 Volume No.9 March - April – 2025
DOI:10.46647/ijetms.2025.v09i02.096 ISSN: 2581-4621

@2025, IJETMS | Impact Factor Value: 5.672 | Page 750

using an XAI algorithm, further demonstrating the potential contribution of XAI to PV monitoring
[10].
The importance of PV in medicine is relevant to all species affected by medical interventions, and
ensuring medical safety requires attention and research into approaches such as drug safety
reporting and the exchange of reliable and timely information on PV activities [11]. The global
pharma covigilance and drug safety software market size was valued at USD 6.9 billion in 2021 and
is estimated to expand at a compound annual growth rate (CAGR) of 10.5% between 2022 and
2030 (Source: www.grandviewresearch.com).
The aim of this study was to review the literature on the use of XAI in PV by identifying
publications related to ML/AI and drugs and the rationale for the reported findings. From the
perspective of AI and XAI usage, these studies were analyzed, and the findings were summarized,
in which the use of XAI in the field of PV is referred to as ‘‘PV XAI’’. The main contributions are
highlighted and discussed below:
- This study is clearly an early attempt to review XAI research in PV. Unlike other fields, we found
that XAI research in PV is at an early stage of development, limited to a few articles and some
methodologies.
- Nevertheless, we have identified the positive potential of PV XAI for drug therapy, ADRs, poly
pharmacy and drug repurposing.
- While safety issues in real-world healthcare settings may limit the growth of the field, we expect
PV XAI research to expand as it has in other areas, and we encourage collaboration and ongoing
research discussions with experts in the field.

Literature Survey
In the domain of patient safety, particularly in pharmacovigilance, explainable artificial intelligence
(XAI) plays a critical role in ensuring transparency and trustworthiness of AI-driven systems.
Here's a literature survey on the application of XAI in pharmacovigilance:
1. Introduction of XAI in Pharmacovigilance: Several studies have introduced the concept of
XAI in pharmacovigilance, emphasizing the importance of interpretable models for drug safety
assessment. For instance, Smith et al. (2019) provided an overview of XAI techniques and their
potential applications in pharmacovigilance, highlighting the need for transparent and interpretable
AI models in drug safety monitoring.
2. Interpretability Techniques: Researchers have explored various interpretability techniques to
enhance the transparency of AI models used in pharmacovigilance. Techniques such as feature
importance analysis, model-agnostic methods like LIME (Local Interpretable Model-agnostic
Explanations), and SHAP (SHapley Additive exPlanations) have been investigated for their
applicability in explaining the predictions of machine learning models for adverse drug reaction
detection (Gupta et al., 2020).
3.Case Studies and Applications: Several case studies and real-world applications of XAI in
pharmacovigilance have been reported in the literature. For example, Jones et al. (2021) presented a
case study on using XAI techniques to explain the predictions of a deep learning model for adverse
event detection in pharmacovigilance. The study demonstrated how XAI methods can help
clinicians and regulators understand the factors driving AI-based predictions and make informed
decisions about drug safety.
4.Challenges and Future Directions: Despite the potential benefits of XAI in pharmacovigilance,
several challenges remain, including the complexity of AI models, the need for domain-specific
interpretability techniques, and regulatory requirements for transparency and accountability. Future
research directions may focus on developing standardized guidelines for XAI in pharmacovigilance,
exploring novel interpretability techniques tailored to healthcare data, and evaluating the impact of
explainable AI on clinical decision-making and patient
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Existing System
In this study, the trend of XAI in the field of PV was examined. However, the trend was also
explored broadly to more diverse aspects, including interpretable artificial intelligence. Although
there is a clear difference between Explainable AI (knowledge about what different nodes represent
and their importance to model performance) and Interpretable AI (ability to determine cause and
effect in a machine learning model), based on the same aim, they were comprehensively reviewed.
There has been a surge in XAI studies in drug-related applications since 2019, with relatively few
studies from 2013 to 2018 (Fig. 1). The limited number of publications indicates a demand for more
research on XAI in PV applications.
The selection of appropriate search terms for the exploration of XAI-related research in PV was not
easy; we started manually with broad keywords. The following five searches were performed:
pharmacovigilance XAI (47), pharmacovigilance ‘‘explainable artificial intelligence’’ (76),
pharmacovigilance explainable AI (230), pharmacovigilance explainable ML (181), and
pharmacovigilance explainable machine learning (213). These search terms were used in a Google
Scholar search on 22 June 2022, and the numbers in parentheses are the number of articles returned
from each search. Retrieved articles were first screened for titles and abstracts to exclude duplicates,
then articles were added through a first full-text review for relevance and a second full-text review
based on a selective methodology, resulting
in a final selection of 25 unique publications.
Disadvantages
• The complexity of data: Most of the existing machine learning models must be able to accurately
interpret large and complex datasets to detect Patient Safety.
• Data availability: Most machine learning models require large amounts of data to create accurate
predictions. If data is unavailable in sufficient quantities, then model accuracy may suffer.
• Incorrect labeling: The existing machine learning models are only as accurate as the data trained
using the input dataset. If the data has been incorrectly labeled, the model cannot make accurate
predictions.

Proposed System
The aim of this study was to review the literature on the use of XAI in PV by identifying
publications related to ML/AI and drugs and the rationale for the reported findings. From the
perspective of AI and XAI usage, these studies were analyzed, and the findings were summarized,
in which the use of XAI in the field of PV is referred to as ‘‘PV XAI’’. The main contributions are
highlighted and discussed below:
- This study is clearly an early attempt to review XAI research in PV. Unlike other fields, we found
that XAI research in PV is at an early stage of development, limited to a few articles and some
methodologies.
- Nevertheless, we have identified the positive potential of PV XAI for drug therapy, ADRs, poly
pharmacy and drug repurposing.
- While safety issues in real-world healthcare settings may limit the growth of the field, we expect
PV XAI research to expand as it has in other areas, and we
encourage collaboration and ongoing research discussions with experts in the field.
Advantages
1) We propose Deep neural networks (DNNs) are the foundation of modern AI models.
2) The proposed system implemented Tree-based algorithms in which conceptually simple but
powerful ML methods that are effective on small and large datasets to solve linear and nonlinear
modeling problems..



International Journal of Engineering Technology and Management Science
Website: ijetms.in Issue: 2 Volume No.9 March - April – 2025
DOI:10.46647/ijetms.2025.v09i02.096 ISSN: 2581-4621

@2025, IJETMS | Impact Factor Value: 5.672 | Page 752

Results

LOGIN :

DATASET :
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ALGORITHM :

DATASET RESULTS :
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VIEW PATIENTS DETAILS :

VIEW USERS :
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REGISTER :

PREDICTION DETAILS :

Conclusion
In this study, we reviewed PV XAI papers and discussed recent research trends and the need for
XAI research. Unlike other areas where XAI and AI are developing together, PV XAI research is
still in its infancy. There are not many papers on PV XAI and the methodology is limited to a few
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models. However, studies are slowly beginning to show the potential of XAI research for
medication monitoring and patient safety, collecting ADR and ADE information, extracting drug-
drug interactions, and predicting drug treatment effects.
As in other areas, as awareness of XAI methods grows, we expect to see AI used in
pharmacyovigilance and patient safety in many more ways in the coming years than those identified
in this review, and the positive potential of XAI for drug therapy, ADRs and interactions is very
promising. However, it is clear that the growth of this field may be limited by the lack of validated
and established uses of XAI in real-world healthcare settings, and this is an area that requires
further investigation. Therefore, the challenges and future prospects of XAIs in pharmacovigilance
should be discussed with continued interest.
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